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Abstract

State of the art: Local optimization is common kiedge but leads to difficult calculations and tiocsmsuming
search for an optimum. Global optimization is diffit in spreadsheets or matlab software but becaasgin a
software using Genetic Algorithms. An Objective Etion is built by finding the net present valuethod future
income from energy sales and subtracting the fiahaad running costs. The basic equations areestud
different objectives, resource utilization policesd environmental considerations are discussddregpect to
their influence on the result. In the final phag@emetic Algorithm routine search out an optimurd #ns is
demonstrated on a case study example.



Introduction

Local optimization of individual structures suchtasnel diameters is common knowledge in
design of hydropower stations. The calculationsvarg difficult however. The search for an
optimum is also very time consuming.

Global optimization is very difficult, even fullyoeputerized in spreadsheets or matlab
programs. The software application HYDRA overcornmes difficulty by using Genetic
Algorithms.

The HYDRA software produced by Univ. of Icel. ioaperation with NPCI and Tech. Univ.
of Vienna. In the reference list the 5 first refeces discuss this application. In this lecture is
focusses on the special principles that are th&iwgmechanism of this application and also
shows a case study.

One principle used, is the mathematical maximizatban objective function is (Eliasseh
al 1997):

max f(x, X,...,Xn) as<x<bfori=1ton (2)

gi(X1,X2,....%0) < ¢ fordj (2)

In this chapter the principle of optimal profitirgroduced as our objective, so {f%,...,X,) IS

the profit, depending on the vector,&,...,X,), that stores all the necessary variables needed
to compute the power production and investmentscatis leads to a method that in fact
includes many of the conventional local optimizatimethods used so far, and can yield the
same results.

By assuming an infinite energy demand and a fixestgy price, k the present value of the
revenue of energy sale becomes (Eliasson & Ludeig4996):

NPV:T_G:keDE[Eﬂj_CWEEﬂJ_C (3)

Where T is total income, G gross expenses, r isirttexest rate, N is the lifetime of the
investment, C is the project investmenis the annual operation and maintenance cgss, k
the unit price of energy, and E is the annual eneegacity of the hydrostation.

As all costs and revenues are included in the tibgdunction, the optimization can be
considered global. Inserting NPV for f(%o,...,Xn) in (2) gives:
dNPvzzaNﬂdxi:O :Mzo foralli=1ton  (4)

i1 OX 0X;
The optimization that Mosonyi (1991), and sincentbéher authors, presents for tunnels, may
be deduced from (4). This is local optimizationtedf variable costs of other project items
than the conduit itself are not taken into accowttich results in a larger tunnel diameter
than the optimal one.

Example 1: Local optimization of,xhe diameter of a headrace tunnel
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Speculations on how long the economic lifetime Nt we and what the interest rate r and

the annual maintenance cosshould be is outside our topic so we put N vergda40 — 60

years), v <r <10 % and get:
k

NPV = ¢ [E-C G\/[ri:(ke (E +CL{v Gkr))%:(ke [E +C[3)

1

r

The tunnel diameterponly affect the energy losses in the E term amdctinstruction costs
of the tunnel itself in the C term. We differengéigdartially with respect to;x

ONPV dE__dC
=0=k,—=a—
0x, dx, dx;

We take x to be the diameter of the tunnel. Now E dependa enm x;%, the tunnel area, as
smaller tunnel diameter means greater flow restst@md less energy output. We also take C
= ksA L where L is the tunnel lengthzKkhe tunnel construction cost per cubic meter so
construction costs decrease with decreasing tuthaeheter. Somewhere there must be an
optimum.

Choosing Chezy’s formula to represent the flowstasice will result in the following formula

3 217
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Where G is Chezy’s coefficient of flow resistance, e ifi@éncy of power stationy is unit
weight of water angl is the ratio of hydraulic radius over square robA, it is 0,25 — 0,28
for most tunnel cross-sections.

What have we got here? It is one of many formsefformula for optimal size of a headrace
tunnel cross section in a hydroelectric power plaltw several questions arise. First: is the
formula explicit and ready to use ? Answer is rl@,and G depend slightly on x(tunnel
diameter) so at least we have to use some iteraBenond: are there limitations to the
validity? Answer is yes, we have used simplifyingsamptions to get through a very
complicated part of the calculations, which is th&ationship between flow resistance and
annual energy production, for details we must rédeEliasson 1997. Third: is the formula
generally valid accepting the limitations and pblgsiterations? Answer is no, there is a cost
item not included in the formula, which is the sifg@owerhouse and mechanical equipment.

The conclusion of this example is that even usiog@icated methods, local optimization
can only produce implicit formulas of limited vatigl Counterexamples do exist, but they are
few and uninteresting.

Different objectives

The result of example 1 brings us back to the dlpbablem of eq. (3). We may ask the
guestion if the principle of profit optimization isally global enough, can it possibly include
important objectives such as environmental conatder and the reasonable demand for
cheap electricity for public utilities? Can thesensiderations be included in a profit
maximizing objective function?



Environmental considerations have two sides, fliste is the resource utilization principle,
second the principle of nature conservation. Thesesides will be discussed in examples 2
and 3.

Example 2: The principle of long-term marginal st

In the first case we don’t want the utilization afcertain amount of resource to spoil the
resource. This can happen in harnessing hydroelestergy. We never utilize 100 % of a
resource, there is always something left, and vidhdeft is usually uneconomical to use.

Diminishing energy resources of the world have agsequence rising prices, energy
resources that are uneconomical to harness todaybeneconomical tomorrow. But it is

usually uneconomical to enlarge old power plamis¢cansiderable hydroelectric energy may
go lost in the future if we build only small powgants today.

The principle of long-term marginal cost has beppliad in Norway and Iceland. In short it

says that a resource shall be utilized until thegmal cost, J kr/lkwh, matches the long-term
price for other (fossil) energy.

In order to understand this design principle imagdimat we plan a power station with annual
energy output E. Then we plan a little bit biggewpr station with annual energy output E +
dE. Assuming that our plan is the most economicay o achieve the enlargement dE, the
principle of long term marginal cost tells us tiia power station is big enough not spoil the
resource if:

dC/dE = J

Then the size of the power station is right. If d@/dE < J we have to try a bigger station, if
dC/dE > J we have to make it smaller. How can beisncluded in our objective function eq.
3?7

Differentiating eq. 3 with respect to E and puttthg result equal to zero as in eq. @ults

in:

d B 1-(1+n™ ) _dc _
ke E C(1+v))(—r j =0 k.= Z0+V) = I0+V)

Which shows that for the optimum of the objectiuadtion,k, is equal to the marginal cost of

energy instead of the power sales price. By simpptacing the power sales price with the
long-term marginal cost (augmented for operatioth ry@intenance) we change the objective
from profit maximization to resource utilizationhd conclusion of example 2 is that selecting
the k, different from the power sales price the objectivaction is changed from profit

maximization to another objective, e.g. marginatatesign.

Example 3: Nature conservation.

Second class, or the second site, of environmeaotadiderations is that the development must
not harm the environment, the values of nature hawe conserved.

Total conservation is simple; law (conservation @cbtects the project site and the project
suspended. Several sites are protected this waymost every country in the world. The
respective area is usually made a national monument

Partial conservation can be made in a number oswalge most common is restrictions on
land use (such as borrow pits and fill areas)fie&ins on storage volumes in reservoirs or
minimum (or maximum) flows in rivers and many otligings. Such restrictions either enters
the cost function directly through their influenae unit prices or as restriction on the vector
(X1,X2,...,Xn) In €g. (2) and through that they become a nateiehent in the optimization



process. E.g. if we are supposed not to let themlavel in a storage reservoir not exceed a
certain elevation H, and suppose the storage voMNhi in this reservoir is x=V, then we
have

X2 < Vma{H)

As a natural restriction in the optimization.

Usually there are various environmental obligatimvelved in the permit the developer must
obtain prior to construction of the power plantisTmay involve various cost items that are
not functions of the vector {xa,...,xn) but independent of it and can therefore not be
included in the optimization in the way we just dvdh the reservoir elevation. This may be
items to protect and research wildlife or fish hatsi or create public access to scenic areas.
These cost items do not affect the optimizatioswash as they drop out in the differentiation
in eq. (4), but they affect the resulting profitdamay turn it negative and thus render the
project unfeasible for the developer. In the casmarginal costs, they can keep the average
cost above the marginal cost and thus rule theepragyut. In such a way environmental
obligations can serve the same purpose as totakcaation.

In short, including environmental obligations tpabtect the nature in the optimization eqs (1)
— (4) is usually not a problem.

Global optimisation

The global optimization problem cannot be solvedlyically, the nonlinear constraints eq. 2
rule this possibility out completely. Therefore ghegram HYDRA has been developed to
solve the global optimization problem. It does smg genetic algorithms, but it belongs to
the class of methods called evolutionary methodsldi@erg 1989). One does not have to
understand how genetic algorithms work, it is sugfnt to know that the method seeks out the
optimum by giving the vector {;% a definite values, calculating C and comparing tesults.
This sounds as both impractical and time consunbagthe genetic algorithm seeks out the
optimum and finds it with astonishing speed (Eliamsst al 199% 1997, 1998 and 1999).

Example 4: Global optimization of simple powerplant

A simple example, shown in figure 1 (Eliasson e1@97). Eqgs. 1 — 4 are derived by direct
mathematical analysis and solved. To do so it vexessary to build special approximation
formula for the powerhouse and other constructidements shown in fig 1. The
mathematical solution is compared to the findingthe HYDRA program in table 1, NPV,
for different number of individuals P, generatio@s and mutation probabilityt. It is
necessary to explain the parameters P, Guasttbrtly.

The computer stores fixvectors as P individual strings in the memoryofRris calculated
for all of them and the best performing (highesbfipy individuals selected, these are the
“parents”. By special mixing of the elements of thest vectors a new set of P individuals is
formed, this set is a new generation the “childré¥idw the process is repeated G times. To
prevent the process to get stuck in a local maximaad new children, unrelated to the parents
are formed randomly, the mutation probabilitydecides how often this happens. When the
process stops after G generations the optimum ghmmufound.
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Fig. 1 Simple hydropower plant(Eliassoret al 1997).

Table 1. Mathematical solution (bold) compared to ptimisation results,

50 50 50 50 50 20 20
100 100 100| 100] 100 200  20p

P

G

u 0.001| 0.005( 0.01 | 0.025 0.05 | 0.025| 0.05
D 40 4.0 4.0 4.0 3.9 4.0 4.0 3.9
Hi

H>

Hs

543,0] 543 | 543 | 543| 543| 543 543  54B
48,2 | 44 49 49 48 42 50 44
449 | 39 46 46 45 37 46 39
NPV | 28594| 28580| 28594| 28594| 28590| 28569| 28593| 28576
dNPV - -14 0 0 -4 -25 -1 -18
The trick in this computation is to select P, G anso the optimum is truly found, without

spending excessive computertime by selecting fd3uaoo high.
When the results of the optimization are comparéith whe mathematical solution, it is

obvious that the runs where the P, G gnohrameters are optimally tuned reach results very
close to the true optimum.




Development of Best Solution

29.000
28.800

oo T W N AN 7 VT
28.400 - ~ ANV \ ” 50/0,01
= 28200 1 MV e=50/0,025
-z’i : ‘ —150/0,05
;‘ 28.000 4 50/0,005
% 27.800 e==150/0,001
==10/0,01

27.600 A
27.400
27.200
27.000

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96
Generation

Figure 2. Development of solution for the differenparameters in table 1
Eliassonet al 1997

The result of the conventional local optimizatiorthod is also calculated and it gives an
optimum diameter, D, of 4.5 m, which is a 0.5 nfaténce in the diameter between methods.
The conclusion of example 3 is that genetic albarits a suitable tool for finding the optimal
plant arrangement.

The HYDRA software is a shell that contains prograbjects that calculate the NPV of all
construction elements (Eliassart al 1997). Points that have geographical coordinates
connect them and these can be included in the @atiion if necessary. Thus tunnel lengths
and position of powerhouses can be found, seetleegtailrace tunnel in fig. 1 example 3.
Here Ly is optimized.

Experience shows that running times are in theniticiof 2-4 minutes for very complicated

hydropower plants, depending on the size of pojuaand number of generations. G = 2P
seems to be a suitable rule and in most cases @ is 8nough. The suitable m is highly
dependent upon P see fig. 1 example 3.

HYDRA has performed very well on very complicatadjpct planning tasks (Eliass@&t al
1998, Eliassoret al 1999 and Eliassoret al 1999). Fig 3 shows the object diagram in
Eliassonet al 1999. It is a good example of the complexity tbah be handled by the
program.

In the beginning all the objects in HYDRA used apmation formulas to calculate the NPV
of their respective construction elements. Todast estimates based on quantities and locally
adjusted unit prices for concrete, dam fills, turhéving etc. are used. An exception from
this is the powerhouse but here the old formulatils in use. The guidelines for a more
advanced powerhouse object have been given in @h&pn Eliassoret al 1999, and this
important contribution is by professors Matthias, HB. and G., Doujak of Technical
University of Vienna. G., Doujak, further elaboatbe subject in chapter 4 in Eliasson et al
19992, this time.

To find the profit E has to be calculated. This hade the expected power output of the
station. This calculation has to be performed facheindividual in each generation. This is



done by using the load factors derived in (Elias3000). The load factors have to be putted
into HYDRA in the beginning of each run. The methodind them is very complicated and
will not be repeated here.

Global optimization results, theoretical remarks
Some information is included in the optimizatioraimimplicit manner and has to be
extracted by means of theoretical consideratioats take a few examples.

In theory, we search for maximum profit in the ap#ation. We have not considered the

average cost of power per kwh the utility can offex customers. We have only considered a
fixed market price but a utility may want to offelneaper electricity to its customers. What

can be done?

Example 5: Average power cost and opportunity cost
For the utility the average power cost is
O_Ga: Ga |]keE:>k0:ke S
E T./k, T G + kH
Here G and T, are annual values in contrast to the NPV's G andhe factork is to take
care of that the ratio of annual values is not #yaibhe same as the ratio of NPV's. A
common value ok is between 0.9 and 1.1
If we make a series of optimizations for lower doer sales price k, the profit H will tend
to zero and in that limit we get:
ko =ke

Or the average power cost is equal to the unitggneales price. This is called the break-even
price or the opportunity cost price. It is the I@ivenit price one can offer for a commodity
without loosing money.

Case studies

Skagafjordur Iceland

The scheme is described in (Eliassen al 1998). It consists of a storage reservoir
(Austurbugur Storage = AS) and one or two powerbsudownstream. The reservoir is

considered to release a fixed discharge to the pguwee turbines. The discharge is

calculated from the project capacity, a load factbf.816 is used. Economical benefits are
calculated from power sales and surplus capac#ydan act as a spinning reserve according
to (prices in US dollars):

Primary power 0.03 $/kWh

Spinning reserve 7.14 $/kW/a

The investment cost includes various owner's @s8 of construction costs:
Camp and Mobilisation 6,2 %
Contingencies 20 %
Supervision and Engineering 12,66 %
Preliminary Investigation Cost 2,33 %
Other Owner's Cost 4,18 %
Interest During Construction 17,83 %

Table 2 Various owner's costs
Annual operation and maintenance is 0,8% of thgptanvestment. The interest rate in NPV
calculation is 6% and project economic lifetimeyé@ars.



Eventual use of thermal reserves has the follovanidy:

Thermal reserve power 0.06 $ /kWh

Standby thermal reserve 17.14 $/kW/a

The main results of the optimisation compared jotsdlalsvirkjun are as follows:

Project l.c. |Power | Inv.c. |B.e.p’ [C.cost |Po.cost| A.stor. (AS)
Mw |Gwh/a | M$ $/kwh | M$/Mw| $/kwh/am.a.s.l| M m

Merkigilsvirkjun |176 | 1.259 | 355 0.021 2.01 0.286 708|282

SV / Villinganes | 123 | 879 283 0.024 2.30 0.314 709 79 1

Giljamuli 103 | 735 237 0.024 2.30 0.329 7045 215

Fossarvirkjun 92 | 655 245 0.028 2.65 0.371 705 23

Fljotsdalsvirkjun| 176 | 1.259 | 328 0.019 1.86 0.257

YInstalled capacity “Investment costs “Break even price “Capacity cost
Table 3 Comparison of project economies

Notice in table 3, that each arrangement gives flerdnt maximum elevation of the
Austurbugur storage (AS), which clearly shows tthet optimal size of the storage is very
much dependent on other parts of the scheme.
Following answers to the principal questions concey the project were given:
How much power can be economically exploited inrétgon?
Merkigilsvirkjun gives 176 MW installed capacity tianticipated production of 1259 Gwh/a.
This is about 60 % of the technically harnessabtemtial in the area.
The locations and the dimensions of main constvagtems.
Main features are a headrace tunnel 46 km longlehdh wide, and a pressure shaft 366 m
deep and 2.7 m wide.
What is the construction cost of the respective grostations.
The construction costs are 2.0 — 2.3 M$/Mw, a \cenyipetitive price.
How does the economy of individual projects compard-ljotsdalsvirkjun Skagafjoerdur
hydro is 10 — 20% more expensive than the Fljotsdaloject.
What further field investigations will be necessary
This is as follows:
* More information is needed on the effect of rhyobin tunnelling conditions.
 Unmapped spots on Nyjabaejarfjall and west of thection of the Austari
Joekulsa river and the Vestari Joekulsa river nedst mapped.
» Streams flowing from the Nyjabaejarfjall area tosfari Joekulsa have to be
gauged and their discharge estimated.
* Environmental investigations need to be startesbas as possible.

The last point is because this hydropower potensiahdeed very attractive so eventual
adverse effects of the exploitation on the envirentrhave to be uncovered as quickly as
possible.

It is remarkable that the most economical projet¢he Merkigilsvirkjun project. From this we
can draw the inference that field investigationghia Merkigilsvirkjun area, that is in the
eastern part of the Skagafjoerdur catchment, habe given high priority.



Fljotsdalur
This example is taken from (Eliassenal 1997 and 1999%nd 1999).

Table 4. Premliminary optimisation 1997

Description PPR| PPR | Oi150 O.
Reservoir level m.a.s.|664.5| 668.5| 665.1| 667.6
Headrace tunnel dia. m 5.0 5.0 4.3 4.8
Pressure shaft dia m 2.9 2.9 2.6 217
Power MW | 213 239 211 233

Energy GWh/g 1159| 1300 | 1150 1278
Investment BIKR| 21.16 22.91 | 19.92] 21.96
Profit BIKR | 10.90| 13.44 | 12.28] 13.86

AProfit/Alnvestment % /% | 0/0 | +23/+8 +13/-6| +27/+4

Optimised dimensions are bold faced. 60 BIKR billion $ in 1997
The Q150 0ptimisation seeks a slightly higher dam (increlagischarge to the plant) to
compensate for increased power losses in narroovetuits.
The Q, optimisation results in a significantly higher dasompared to the PRRThe
explanation is that in the project planning repthg size of the power plant and the size of
reservoir is selected on basis of a power markertas@ at the expected construction time of
the plant, but the optimisation assumes infinitsmded. The solution is however not far from
the PPR arrangement.
The global optimisation s leads to a 0,7 m narrower headrace tunnel cordparine PPR.
Local optimisation, considering only variable costhe headrace, leads to the same result as
in the PPR (5 m). The power capacity reduction tduecreased headlosses, is compensated
with a slightly larger reservoir (increased disgjggr
The Q, optimisation results in a slightly smaller headrad@ameter compared to the PPR. It is
quite natural when compared tq;6, that this optimisation seeks a larger tunnel,abese
there are no market restrictions.
The same logic can be used to explain the differem¢he pressure shaft diameter. There is,
however, a problem with the maximum velocity in thleaft. In both optimisations the
diameter breaks the design criteria that the maxinvelocity should be below 8 m/s. For
both Q150 and Q,, the minimum diameter that satisfies this constrahould be selected by
the user, in both cases closedte 2,8 m, depending on design discharge. This hasar
economical significance in this case, but is howexegood example of how dependent
constraintgy(x, y) = 0 have to be considered in the future developnidré.way to handle this
is to develop and add a penalty functiakx), to the construction cost of the pressure tunnel
type object (and other objects where necessaf),ghnalizes’ the tunnel if it's water velocity
exceeds the allowed value but is otherwise zeres prevents the Genetic Algorithm from
breaking this constraint.
The Q, optimisation results in a larger energy outpunthmthe PPR This is natural, as this
optimisation assumes plant stage, which means mket@estrictions and no extra benefit for
the system. The extra benefit is that interactibeasveen Fljétsdalur Power Plant and the
existing power system produces substantial extemggn(estimated 250 GWh/a firm energy
in the PPR) through better utilisation of the wasources.
The project investment is 6% lower in optimisat®nsocompared to the PRResulting in a
13% higher profit, which is a significant improvemeThe optimisation Qon the other hand
leads to a 4% higher investment and a 27% highafitpWhen it is kept in mind that the



PPR plans a future raising of the dam to reservoiel®68,5 m.a.s.| (Fljétsdalur Engineering
Joint Venture 1991), the result of.@& very close to the PBRersion.

In order to ensure the best possible result irgthbal optimisation the cost estimation of the
whole scheme is completely revised. The VOS coostm cost functions are removed and
replaced with new cost functions, specially pregdrg the engineering consultants (Helgason,
pers. comm.).

Now similar runs as for the Plant Stage are peréatnThe results are presented in table 5.

Table 6. Tabulation of significant data and net prdit of the investment
(optimised dimensions are bold faced). 60 BIKR billion $

Description PPR |PPR  [O1150 |O.
Reservoir level m.a.s.|. 664.5 668.5 66%.1 669|6
Headrace tunnel dia. m 5.0 5.0 4.3 5.3
Pressure shaft dia. m 2.9 2.9 2.6 2.8
Power MW 212 | 239 210 | 242
Energy GWh/a| 1159| 1300 1149 1325
Investment BIKR | 22.78 24.40 22.18 24.91
Profit BIKR [9.36 |11.78 | 9.72| 11.97
AProfit/Alnvestment % /% |0/0 +26/+7 | +4/-3 +28/+9

The Q150 0ptimisation leads to a similar arrangements agptant stage optimisation. The, O
however shows significant changes. This is becthusanew cost formulas do not represent
the true variation of the costs except in a namegion around the PRRalues. Therefore the
results of the Q optimisation are hardly applicable. However a cangon of the columns
O, in Tables 4 and 5, shows how important it is thatcost formulas in the optimisation are
accurate. It may therefore be concluded that wasth the effort for the consultants, to take
the time and trouble to have the cost formulas yard improved with formulas specially
designed by themselves, in order to improve theracy of optimisations performed.

The economical result is of course dominated byotrerall increase in the construction cost,
compared to the plant stage, which leads to a derable decrease in the profit, probably
meaning considerable decrease in the profit marguenture capital.
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