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PREFACE 

As we know giving a geological model to calculate the 

anomaly is called a geophysical forward problem. The 

forward problem is an important one because we want to know 

the correspondance (or dependence) between the anomalies 

and the causative bodies. 

Usually the forward problems are easy to solve in geophys

ical prospecting, for example, in magnetics. gravity and 

seismica, but for a long time it has been difficult for 

geoelectric prospecting. For most of the applied electric 

surveying problems, except for 

conditions. we cannot calculate 

few simple geoelectric 

the electrical potential 

and the apparent resistivity analytically. So people hope 

to get a numerical approximate solution with computer 

modelling. These methods include the integral equation 

method, the finite difference method. the finite element 

method and the boundary element method. 
For the two - dimensional geoelectric condition with a point 
source of current the finite element method was first 

applied to electric survey by J.H. Coggon (1971). He 
derived the equivalent equation of the variation and 

realized the computation. In 1911 L. Rijo improved the 
method with reasonable application in his Ph. D. thesis. 

For the two-dimensional proble~ we prefer the finite 
element method. We have done the finite element resistivity 

modelling work for years and got some progress. In this 
book we would like to introduce the theory, the technique 

and the applications of the finite element resistivity 
modelling in the two dimensional geaelectric conditions 

with point sources of the steady current. 

Zhou Xixiang (China) 

Zhong Henshan (China) 

Brynjolfur Eyjolfsson (Iceland) 
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1. FUNDAMENTAL RELATIONS FOR ELECTRIC FIELD OF STEADY 

CURRENT 

1.1 Introduct i on of fundamental relations 

In this book we will anI y treat the electric r 1 e1 d of 

steady current. E, U , T, p and 0 represent the electric 

fie l d intensity, the electric potential, the electric 

current density. the resistivity and the conductivity of 

rocks respectively. Ac cording to the knowledge of electric 

field theories. we have the follow i ng rel at ions. 

The intensity vector is the negative gradient of the 
pot ential: 

(1.1.1) 

The differential form of Ohm's low is 

Ta oE (1.1.2) 

or 

T·-oVu (1.1.3) 

From the conservation of electric charge, the continuity 

equation of the current density j and th e charge density q 

we obtain 

- - ,Q V·j - -,t (1.1.4) 

Then we obtain the equation of the potential and the charge 

density by joining 1 .1.3 and 1.1.4 

_ _ oq 
V'(oVU)-

at 
(1.1.5) 

In order to produce the differential equation of the 

potential and the current intensity we need to i ntroduce 

the Dirac o-funct ion. For example, i f we assume an electric 

charge distri bu tion e along the x-axix, the charge density 

Is 



1 0 

de ~e 
q---lim 

dx 6x"'O fix 

Let I s put a pOint-charge at Xo then the charge dens! ty Q 

equals to zero everywhere except at the point Xo where q 

becomes infinite. Assuming 

and 

then the charge density at each point along the x-axis can 

be written as 

In three dimensional problem, we put the point charge e at 

(x o • Yo. zo), then 

In term of the definition of the electric current intensity 

so 

de 
1---

at 

oq 
- --16(x-x )o(y-y )c(z-z ) at 0 0 0 

Formula 1.1.5 can be written as 

(1.1.6) 

where (xo.Yo,zo) are the coordinates of the point source. 

This is the fundamental differential equation of the 

resistivity method. 
For homogene ous medium. 0 is a constant and then 1.1.6 

simplifies to Pois.san's equation 



I 
V2 U · --o (x - xo) d (y - y ~ )6{z-zo) 

° 
(1.1.7) 

With no source, 1.1,'( becomes Laplac's equation 

V'u -o (1.1. 8 ) 

1 1 

At the interface of two media with conductivity 01' and 02' 

respectively. the potential and the normal component of the 

current density follow certain boundary conditions. In 

terms of the continuity of the electric potential we have 

UI-U,,- (1.1.9) 

at the interface. And from the continuity of the current we 

have 

au I aU2 0,---0,--an an 
(1.1.10) 

where n is the normal vector to the interface. 

If we want to determine specific distribution of the 
electric field. i.e. to determine uniquely the solutions of 

the differential equation. the boundary conditions given at 
the boundary of the research region are needed. There are 

three kinds of boundary conditions. 
Consider a boundary which is far away from the current 

source, we can assume 

ulr -o (1.1.11) 

or 

(1.1.12) 

where f 0 is known. This is called the first boundary con" 
dition or Dirichlet's condition. 
The ground is an insulating surface. so we have 

au 
- - 0 
an 
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which is called the second boundary condition or Neumann's 

condition. 

In calculating practice of the finite difference and the 

finite element method , we find that further away than some 

distance from the point-source, the potential value calcul

ated by condition 1.1.11 is smaller. but the values by 

condition 1.1.12 is larger than the corresponding analytl-

cal ones. Therefore we may choose a 

tion. In fact, at a position which 

source we always have 

mixed boundary condi

is far away from the 

c c 

where C ls a constant. then 

au c _ _ U 
--· - --ron--- cos6 
an r' r 

where e is the angle between the radial vector r and the 

normal vector n, and 

au u 
--+y--o 
an r 

(1.1.13) 

where Y-C05 &, In practice this mixed condition is better 

than the first and the second one. 
As to the two-dimensional problem with line source, 1.1.6 

can be simplified as 

d au 0 au 
--( o-- )'-- (o-- )--I 6 (x - x o )6(z -z o) 
oX ax jz oZ 

Here we assume that y is paralle l to the line-source. 

1.2 The problem of two-dimensional geoelectr ic structure 

with pOint-source 

Suppose the y-axis is parallel to the geological 
thus there is no change of geoelectric parameters 
y-direction. That is 

strike, 
in the 



, 
-[o(x,y,z))-o ay 

then formula 1.1.6 becomes 

V' (o(x ,z )VU(x ,y ,z) 1- - ! 6 (x - x, )6(y-y, )6(z-z,) 

(1.2.1) 

1 3 

In order to simplify the calculation we use the cosine 

Fourier transform 

~ (X,k,Z).J?U(X.Y.Z)C05kydy (1.2.2) 

where k is the wavenumber. It transforms the three-<iimens

iona1 potential 1n space (x,y,z) into two-dimensional 

transformed potential in space (x,k,z). 
We transform both sides of 1.1.5 by 1.2.2. Consider th e 

left of 1.1.5. we have 

dO 8U 00 dU a:zu a2 u azu 
- +- -+0(--+--)+0--

dX dX dZ oZ ox 2 d Z 2 ay2 

Transforming this expression. we can interchange the 

sequence of integration and differentation in the first 

three terms because they are done to different variables. 

And we use the differential theorem of Fourier transforms 

for the last term. Arranging the expression we obtain 

Transforming the right hand side of 1.1.5 and using 

'" - i ky 
f 6 (y)e , 

we obtain 

or 

1 
dy--

2 

(1.2.3) 



1 ~ 

I 
---6(x-xo) ~ (z-zo). 

2 

This is the fundamental differential equation that the 

transformed potential 9 follows under the condition of 
two-dimensional geoelectrlc structure with a point source. 

It is independent of y. Also $ is only a function of x and 
z therefore the original three-dimensional problem de

scribed by 1.1.1 is simplified as the two-dimensional 

problem described by 1.2.3. In equation 1.2.3 k appears 

only as a parameter. We choose several k values for 

calculating ~. Then we get several ~ values at each 

measured point. Each time in the calculation k is a 

constant. And finally we obtain the values of the potential 

U(x,y.z) through inverse Fourier transform which is done to 

~ gained by the different k's. 

2 • 
U(x,y,z)--! ~ (x,k,z)coskydk . ' (1.2.~) 

As to the boundary conditions we prefer the mixed boundary 
condition. A form which is similar to 1.2.3 can be deduced. 

We know that in space (x,y,z) the electric potential of the 

point source and the secondary field are inversely propor

tional to the distance, that is 

C 
U(x,y,z)=

r 

where r_/(xZ+y2+zZ) is the distance from the point source 

to the surveying point. C is a constant. Transforming both 

sides of the expression by 1.2.2 we obtain 

9(x,k ,z) -CK,(kr) (1.2.5) 

Whe re KQ is 8essel function of order zero, 

and 
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(1.2.6) 

where 6 is the angl e between the radial vector r and the 

normal vector n. Kl is Bessel function of order one. 
From 1.2.5 we get 

substituting for C is 1.2.6 we obtain 

04> K1(kr) 
--+k c05 8 -0 
an Ko(kr) 

or simply as 

where 

K I (kr) 
Y- k cos & 

Ko(kr) 

We can also obtain the second boundary condition when r 

equals to zero and the first one by using 1.2.5. 
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2. VARIATIONAL METHOD 

The mathematical basis of the finite element method 15 the 

variational principle. $0 we introduce first the 

variational method. 

2.1 Functional and variation 

The variational method Is a method 

extremum. In fact the functional 

function concept and the variation 

for studying functional 

is a extens ion of the 

is a extension of the 

differential concept. In mathematics the concept of 
function is well known. Assuming x stands for th e Independ~ 

ent variable and y stands for the dependent variable, the 

function can be expressed as 

Y"Y (x) 

There Is a corresponding relation between x and y, that Is, 

every value of x corresponds to some value of y . So we call 

that y is a function of x. 
If J is a function of y, 1.e. there is a corresponding 

value of J for every value of function y. In that case we 

call J a functional of y(x), expressed as 

J-J[y]-J[y(x)] 

It can be seen t hat functional is different from a general 

function . Its independent variable is a function, i.e. th e 

functional is a function's function. And one must notice 

that here the dependent variable J is a real value. 

In order to have a concrete understanding of a functional. 

we give a simple example. Assuming there are two points A 

and B on a plane, we want to find the curve joining A and B 

with the shortest distance (apparently it is the straight 

line joining A and B). This problem can be expressed 

mathematically as follow. Making 

which join the points A and B, 

curve is (see fig. 2.1.') 

a wilful curve y=y(x). 

the differential of the 
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ds. / ((dx) ' +(dy)'). 

So the length of the curve is 

(2.2.1) 

Where y is a function of x, but the length of the curve J 

Is a function of y, so call J[y(x)] a functional. The 

problem of finding the shortest curve is finding a function 

y·y(x) with the boundary conditions 

such that the functional 2.1.1 Is minimized. 

Now we discuss the concept of the variation of the func

tional argument and the variation of the functional. 

Suppose th e independent variable y{x) to be a function 

YI(X), the increme nt variable y(x) on YI(X) would be the 

difference between the two functions y(x) and YI(X): 

6y(x)-y(x)-y,(x). 

The increment 6y(x) of the argument YI (x) is called the 

variation of argument y(x). 

If' the increment of the argument of the functional J[y(x)] 

is 6y(x), then 

6J-J[ y(x)+6y(x)]-J[y(x)] 

ls the increment of the functional. h J can be expressed as 

6J - L[y(x).6y(x)]+. (2.1.3) 

where L[y(x),6y(x)] is homogeneous linear as to 6y(x), that 

is 

L[y(x.6y,(x)+6y,(x)]-L[y(x).6y,(x)]-L[y(x)+6y,(x)]. 

and 

L[y(x).,6y(x)]-,L[y(x) .6 y(x)] 



1 8 

is a higher order i n finitesimal when oy{x) ls an infini-

tesimal. Then we call L[y(x),6y(x)] the variation of 

J[y(x)] at y(x) and write it as 6J[y(x)]. So we have 

8J .. 6J+(J. 

Therefore the variation of a functional is the linear main 

part of the functional increment. This is a definition of a 

functional variation. Now we introduce another definition 

as follow. 

Given a functional J-J[y(x)l, we consider the value 

J[y(x)+t 6 y(x)] which the functional takes at y(x)+t6y(x). 

In terms of the previous definition. if the functional has 

variation 1n the sense that the main part of functional 

increment Is linear, we have 

~J - J[y(x)+t 6 y(x)]-J[y(x)J-L[y(x),t 6 y(x)]+ a 

Thus 

" ~J --{J[y(x)+t 6y(x)]) - 11m 
at t .. o t 

(2. 1 .~) 

where L[y{x),t6y(x)] is linear in 6y(x), so 

and 

L[y(x),t6y(x)]-tL[y(x),6y(x)] 

" 11 m --0. 
t -~ O t 

So the vari a tion of 

the de rivative of 

a functional J [ y(x) ] at y - y(x) equals 
the functional J [ y(x)+t 6y(x) ] with 

respect to t when t - O. That is 

d 
6 J [y ( x ) ] - -- { J [ Y ( x ) , t 6 y ( x ) ]} I t _. 

dt 
(2.1.5) 

Now we discuss the extremum of a functional. We have 
mentioned above that the variational method is a method to 

study the extremum of a functional. As to the functional 
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J[y(x)J. if we have Yo(x). making all y(x) 1n the region 

where y exist satisfy the condition. 

J[y,(x)],J[y(x)] or J[y,(x)]<J[y(x)] 

We say that J[y(x)] takes minimum (or maximum) at Yo(x). If 

only yts close to Yo satisfy the condition. we say that 

J[yJ takes local minimum (or maximum) at Yo' 

If the functional J-J[y(x)] has variation and takes minimum 

or maximum at yo(x), the first order variation at Yo(x) is 

6J-oJ[y,(x)]-O (2.1.6) 

The relation Is the necessary condition for J[y(x)] to take 

extremum at Yo' The function y-Yo(x) is called the extremum 

function (or extremum curve). 

Practically if J[y(x)] takes extremum at Yo and 

y(x)-y,(x)-&y(x) 

we obtain 

J[y(x)]-J[y,(x)+t6y(x)] 

for any t. When Yo(x) and 6y(x) are fixed, 

J[y,(x)+toy(x)]-~(t) 

is a function of t. As J takes extremum at Yo. q>( t) takes 

an extremum when t -O . i.e. 

a 
--J[y ,(x) +t oy(x)]l t _ 
at ' 

So we have 

oJ-L[y,(x),oy(x)]-O 

The extremum problem of the functional 

J[y(X)]_fX'F(x,y,y')dX 
x, 

(2.1.7> 
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under the boundary conditions 

Is discussed as follow. In terms of the definition above 

the increment of the functional 2.1.7 is 

x x 
!'..J(y)-J 2F(x,y+6y,y'+6y'ldx-/ 2F{x,y,y' )dx 

x , x, 

x ·1 2 [F{x,y+6y,y'+ 6y')-F(x,y,y')]dx. 
x, 

By Taylor expansion 

" ,F 
F ( x I Y + 6 Y I Y , + 6 y I ) - F ( x • y , y , ) --0 y +--6 y I + U ' 

3y ay' 

where a ' Is a higher order infinitesimal. we get 

Xl ~F of x 2 6J(y).j [-oy+-- oy']dx+J a'dx 
Xl 3y ay' Xl 

The first term of the expression Is homogeneous linear in 

6y, the second one is a higher infinitesimal. So the 

variation of J(y) is 

X 2. of CIF 
~J(y).J [-oy+--oy']dx 

Xl ay dY' 
(2.1.8) 

It should be pOinted out that the variation of a functional 

is caused by 6y. And 6y is given by 

oyoy(x)-y,(x) 

for any certain x. Thus we 

the variational calculation 

can regard x as a constant in 

of the expression 2.1.8, and 

Yo(x) is an extremum curve, y(x) is a curve very close to 

Yo(x). 

According to the formula of integration by parts 

X 2 x 2 x 2 

J UV'dX-uv! - [ vu'dx 
x 1 x 1 X I 
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the second term on the right hand side of 2.1.8 can be 

written as 

X 2 aF eF I x 2 X 2 d of 
I --6y'dx---oy(x) -I oy- (--)dx 

x1 cY' ay ' Xl Xl dx cy' 

using the boundary conditions we have 

Thus the first term on the right hand side equals to zero. 

So 2.1.8 can be written as 

X 2 CiF d 
AJ(y)-I (---

x 1 ay dx 

a F 
-- )oydx. 
ay' 

For any 6y to satisfy the necessary condition of extremum 

IIJ(y)-O 

we get 

a F d a F 
--- ---0 
ay dx ay' 

This expression is 

necessary condition 

extremum. 

(2.1.9) 

called Euler's equation. It is the 

that the functional 2.1.7 takes an 

By solving the differential equation 2.1.9. we obtain 

infini te extremum curves. Substituting boundary conditions 

into it, we can obtain the unique extremum curv e at last. 

So the extremum problem of the functional can be boiled 

down to a solution of corresponding differential equation. 

For example, in the functional 2.1.1 

F (x. y • y' ) =/ { 1 + (y' ) 2 ) 

So the corresponding differential equation is 

aF d aF d y' 
- - - --- -- -0 ay dx ay' dx 1(1+(y')2) 
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Of course, it is very easy to solve this differential 

equation. Integrating according to x • we get 
y'_C 1 /(1+(y')Z». Simplifying it we get the equation y'-C 2 • 

IntegratIng again we obtain y-Czx+C" where Cl' C2 a nd C, 

are constants. Substituting the boundary condition 2.1.2 

into the expression, we obtain 

and 

hence 

Y2-YI 
y- (X -XI ) + YI 

Y2-YI 

This is the equation for a straIght line. Tha t Is a 

straight line is the shortest distance between A and a. 

In mathematics, we can prove the opposite that the solution 

of a differential equation can be boiled down to find a 

extremum of a corresponding functional. Thus the extremum 

of a functional and the solution of the corresponding 

differential equatio n are equivalent. 

2.2 One-dimensional finite element technique 

All geophysical problems are of course two -d imensional or 

three-dimensIonal problems. But for showing the fundacental 

method of the finite element teChnique , we will first 

introduce the one - dimensional finite element method. 

Generally classical va ri ational solution is to boil down 

the extremum problem of a functional to the solution of the 

corresponding differential equation. But the f ini te 

element technique transforms the solution of a differential 

equation into the extremum problem of the corresponding 
functional. This is because the solutions of some differ

ential equations are very difficult or impossible to obtain 
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analytically. so one has to establish first the correspond

ing functional, then through discretization and interpol

ation get an approximate minimum solution of the functional 

which satisfies given boundary conditions with numerical 

methods. 

For example, finding the solution of the ordinary differen
tia l equation 

y"-l (2.2.1) 

under the boundary conditions 

y(O)'O and y(1 ).1 

The analytical solutions of this equation can be obtained 

easily. Integrating 2.2.1 twice and substituting for the 

boundary conditions , we get 

1 1 
y ·-x~+-x 

2 2 
(2.2.2) 

Here we will use the finite element technique to find an 

approximate solution of the equation 2.2.1. First, f i nd the 

functional expression which corresponds to the differential 
equation. Assuming 

1 
F (x. y, y' ) .. _( Y I) 2 +y 

2 

substituting it into Euler's equation 2.1.9, we have 

of d of 
ay dx 

___ l-y'I_O 
oy' 

This is just the differential equation 2.2.1. Thus the 

corresponding functional is 

1 1 
J(y).J (-(y')' . y)dx 

o 2 

Now, we will use the finite element technique to find the 
extremum of the functional which satisfies the boundary 

conditions. 
The first step, simply using equal dividing paints 
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Xo·O, x l ·····'xi ..• X!+l •••••• Xn 

the interval is divided into n subintervals. These pOints 

are called nodes and every subinterval 

element. The length of the i-th element ls 
is called an 

The function values y(x) at the ends Xo and xn of the 

interval [0.1] has been given by the boundary conditions. 

But the function values at the nodes inside the interval 

are to be found. So we transform finding the solution of a 

continuous function y-y(x) into finding the values of the 

function at the nodes. This is called the descretization 

treatment. 

The second step, assuming the function y .. y(x) is linear 

within every element (see fig. 2.2.1), The smaller the 

element, the assumption is closer to the true. Inside the 

i-th element the function Yi(X) and its first derivative 

n(x) are 

and 

This is called linear interpolation. 

The third step, dividing the integration 2.2.3 into the 

integrations of each element. The integration of the i-th 

el ement 1s 

We substitute the expressions of Yi(x) and yi<x) into the 
functional. After integrating and arranging it we obtain 
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(2.2.4) 

Thus it can be seen that Jl(Y) only have to do with the 

values of the function at the ends of element (1.e. the 

nodes xi and Xi-l). It can be written as 

Making the sum of the integrations over all elements we 

obtain from the integration 2.2.3 

1 1 n n 
J(y)-f(y~·y)dx-.[ JI(y)_ [ JI(YI,YI-l) 

02 1-0 1-0 

Thus it is shown that J(y) Is a function of the values Y1 

at nodes Xi (1.1.2 •.•.• n-1) inside the interval. We write 

it as 

J(y)-J(YI,Y2.J •••• 'Yn-1) 

We can regard J(y) as a multivarlable function of variables 

Y,. Y20 •• ,' Yn-1. 

The forth step, writing out the linear equation which the 

variables y,. YiL' ,.,' Yn-1 satisfy. That the functional 

J(y) takes extremum is equivalent to that the multivariab!e 

function J(Yl.Y2 •••• yn-l) takes extremum. It Is well known 
that for a multivariable function to take extremum, it has 

to satisfy the condition 

Because Yl only appears in J1(Y1.Yl-1) of the i-th element 

and Ji+l(Yi+',Yi) of the (i+l)-th elements we have 

(2.2.5) 

Similar to 2.2.~. we have 
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1 h 
J i + 1 (Y i + 1 • Y i ) ",- (y 1 + 1 - Y 1 ) :z +- ( Y i + 1 + Y i ) 

2h 2 

Taking the partial derivltivs of the expression 2.2.!l, and 

substituting them into 2.2.5. we obtain 

aJ - Yi-l +2Yl-yi+l 
--- +h-D 
ay! h 

If the interval [0, 1 ] Is divided into four elements i.e. 

n-4, h-1/4, x)=O.25, x 2 "O.5, x, =O.75 and with the boundary 

conditions Yo·a, y .. - l, we obtain from the expression a set 

of equations. 

,J 1 
---4(O+2Yl-Y2)+--O 
a Y I 4 

aJ 1 
--- 4(-y +2y -y )+--0 
ay:!. 1:1. 3 4 

'J 1 ---4( - y +2y -1)+--0 
... :z 3 1./ ay, 

After arrang in g we get 

---
1 6 

---
1 6 

1 5 ---
1 6 

The fifth step, solving the linear equation system, we 

obtain 

Subsitltuting x - O.25. 0.5. 0.75 i nto 2.2.2, we have the 

c orrespond l g exact solution as 



y(O.25)·O.15625. y(O.5)·O.375. y(O.75)·O.65625 

There is no error 1n this example. We can divide the 

interval into more subintervals. but then the work load 

will increase. 

In general, when we use the finite element technique to 

fInd the solution of one-dimentlonal differential equation 

with boundary conditions. we mustflrst establish the 
functional expression which 1s equivalent to the different

ial equation. Then we transform from solving the different
ial equation into solving the extremum of the functional. 

Next. we divide the interval into many small elements. Then 
we do a linear interpolation of the function inside every 

element as well as integration ot the functional. Finally 

we sum the integrations over all elements such that we 

transform the functional of a continuous function into the 

functional for the values of the function at the descrete 

nodes. In terms of the necessary condition that a func

tional takes extremum. we obtain the linear equation system 

which the value of the function at every nodes satisfies. 

Solving the equation system. we obtain the values of the 

function at all nodes. Then these discrete values of the 

function are the approximate solution of the differential 

equation. 

The basic method of the finite element technique to solve 

two-dimensional or three-dimensional partial differential 

equation with boundary conditions are the same. 

2.3 Two-dimensional variational problem 

At present the two-dimensional forward problem of geo~ 

electriC survey is a very important one. Its corresponding 

equation is Helmholtz's equation (it is easy to reduce it 

to Poisson's or Laplace's equation) under the first, the 

second or the third boundary condition. In mathematiCS. 

these are all elliptical partial differential equations. 

Thus here we discuss the variational problem in touch with 

two-dimensional elliptical equation. First, we discuss the 

equivalence of the boundary problem of elliptical equation 

and the corresponding variational problem. 
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In geoelectric 

equation which 

surveying. 

the target 

the elliptical differential 

function (e.g. the electric 

potential and so on) satisfies in the research region D 1s 

d 3U 3 3U 
LU - ---(Q--)---(Q--)+ au-r 

dX dX 3z dZ 
(2.3 .1) 

And on the boundary r of the region D (r is a sealing curve 

which Is smooth segment by segment) the function satisfies 

one of the conditions listed below: 

ulr-o (the first boundary condition) ( 2. 3.2) 

aUI 
-- r-O an (the second boundary condition) (2.3 .3 ) 

au 
( --+YU) I rooO (the third boundary condition) (2.3.4) 

dn 

In the abo ve expressions, U- U(x,Y) represents the target 

function which we want to find, Q, B. Y and f are functions 

of x and z, demanding EO, aao, H O. Equation 2.3.1 is 

also called Helmholtz's equation. 

In mathematics it can be proved that if a function U-U(x,y) 

is the solution of the equation LU-f (i.e . 2.3.1) under the 

boun dar y condition 2.3.4 (or 2.3.2 or 2.3.3) the function 

U makes the corresponding functional 

J(U) - (LU,U)-2(f,U) (2.3.5) 

to reach minimum, where the parentheses mean the inner 

product, it is defined as 

Vice versa, if U makes the functional J[U] to reach 

minimum. U is the solution of the equation LU .. f under the 

corresponding boundary condition. That is to say, the 

boundary value problem of Helmholtz's equation and the 

variational problem of the quadratic functional is equival

ent. 
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Here we will not give a stringent provernent of this but 

only from the derivation of formula explain their eQuival
ence. First 

( LU,U). f6U LUdXdZ 

d a a a 
.- ffU[-( . -) +-( . -) ]d xdz+ f HU 'dxd z 

D oX dX dZ dZ 0 

As 

a au d au au 
U-( . - ) · - (.u- ) - .(-) , 

oX oX oX oX oX 

and 

a au a au au 
U-(.- )·-(aU-)-a(-)' 

oZ dZ oZ dZ oZ 

we have 

au au a au au au 
(LU, U)·f f (.[(-) ' + (-) ']--( . u-)--( .U-) }dxdz 

D dX dZ dX oX dZ 3z 

+!lSU "dxdZ 

In terms of Green's theorem 

az ax 
ff(-+-)dxdz·~(Zdz-Xdx) 

D dX dZ 

the last two terms of the integration can be written as 

a au a au 
f; [ -( . U-) +-( aU-) ]dxd z 

D dX dX dZ dZ 

au au 
·or[.U-, -dz- aU-. - dx] oX dz 

From Fig. 2.3.1, it can be seen that 
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ou au aUdZdUdx 
QU--dz+ ~U--dx=aU(-- ----- --)ds 

dX dZ dX ds dZ ds 

,U au au 
aU[ --c os(n,x)+--cos(n,z)]ds-aU--ds 

oX dZ an 

Hence 

a ao a au aU 
JJ[-- (aU-- ) +--( a U--)] dXdz-~ raU--ds 
o Cl x dX dZ oZ an 

Su bstitut i ng fo r the third boundary condition, we obtain 

a au , ,U 
JJ[-- (aU-- ) +--( aU-- )]dxdz--Or QY U'dS 
o dX dX dZ OZ 

where ds is a s ma ll s egment on r. n is the direction of t he 

out er nor ma l of this segment. Therefore 

J(U)-(LU.U)-2(f.U) 

,U ,U 
-JJ{a[(-- )'+(-- )']+SU'-2fU)dxdy+orQ YU'ds (2.3.6) 

o dX Clz 

In fact, because J[U] Is a quadratIc functio na l , we can 

find its first order and second order va ri at ion. Assuming 

6U(x,z) I s a increm ent of u( x , z ), we have 

a (U+ 6 U) , (u+ ou) 
J[U+ 6U]- JJ(Q [( )'+( )']+S(U+ 6U)' 

D 6x 6z 

-2f(U+6U)}dxdz+~ra~{U+6U)2ds 

au au a6U a6U au au aou a6U 
-J J (o[ (--)' +2 (-- ) (---) + (--- ) , + (-- ) ' +2 (--) (--- ) + (--- ) '] 

D oX oX dX o X oZ dZ dZ dZ 

-2fU- 2f6U}dxdz+~r[ aY 2U 6U + aY(6U)2]ds.J[uJ + 6 J+1/2 6a J 

where 
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au ,6U au '6U 
aJ -2 JJ[ a (-) (--) +a (-) (--) +BU 6 U-foU ]dxd z 

o eX oX oZ oZ 

+ 2di rcr.YU6UdUds (2.3.7) 

dOU dOU 
6 2J_2f i {o.[ (-- ) 2 +( __ ) l t a (6U) 2 }dxdz+2\Sra. '( (6U) 2 

o eX a z 

The necessary condition for the functional 2.3.6 to take 

extremum is 

6J-O, 

but to, S~O, Y-,:O and OU_O so 6 2 J)O. Thus the sufficient 

and necessary condition that the functional 2.2.6 reach 

minimum is 6J-O and 6 2 J)O. 

Now we rewrite the first order variation oJ using 

and 

80 

au 36 U a au a au 
a- ----(a6U- )-6U- (a- ) 

oX oX oX 3x dX 3x 

3 au a au a au a au 
6J-2f J ([ - --I a-) -- I a- ) Jou+-( o6U- ) +-( .6U-) 

o oX oX dZ cZ oX oX cZ oZ 

+2di ra)'uaUds 

au 
=2 f j(LU-f) 6Udxdz+2di r a.oU- ds+2dira.Y6Uds 

o on 

au 
-2JJ(LU-f)6Udxdz +2 o r.( - +YU)6UdS 

D an 

As 6U is wilful and 0.)0, so from 6J=O we can derive 
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LU-f-O 
au 

and (-+YU) I r-O 
a n 

(2.3.9) 

This is the solution of the third boundary value problem of 

the equation 2.3.1. 

When J-O, the second integral term vanishes. It can be seen 

easily that 6J-O corresponds to find a solution of the 

differential equation under the second boundary condition, 

1 • e. 

au 
LU-f-O and - Ir-o 

a n 
(2.3.10) 

As to the first boundary value problem, as there is no line 

integral term 1n the functional 2.3.6, and we consider that 

6ul r_o. So we have 

The minimum function U(x,y) corresponding to 6J-O is the 

solution 

condition. 

or 

Lu-r-o 

the equation 

and ulr-o 

under the first boundary 

(2.3.11) 

In the above discussion the case Is that when we find a 

function which causes the functional 2.3.6 to reach 

minimum, the boundary condition Is satisfied automatically 

by the minimum function and need not to 

condition for determining the solution. 

be listed as a 

Such boundary 

conditions are called spontaneous boundary co ndition. 

But the first boundary condition. in both the variational 

problem and the boundary value problelJi of the differential 

equation. must be listed as the condition for determining 

the solution. That Is to say. the extrernum solution ha5 to 

be found in the functions which 5ati5fies this boundary 

condition. This kind of boundary condition is called forced 

boundary condition. 

The discussion above fits with homogeneous medium. so there 

does not appear phY5ical property papameter5 of the medium 

in the formula. When the medium is in homogeneous we must 

consider the influence of the separating surface between 

two media and there will appear physical property para-
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meters of the media in the formula. Now we take the 

electric field as an example. 

In terms of the electra-magnetic field theory, on the 

separating interface betw een two conductive media. the 

electric field must satisfy two conditions: 

1) the electric potential is continuous, i.e. UI·U~ 

2) the normal component of the current density Is 

continuous, i.e. j In-J2n or 

where PlO P2 are the resistivities of the media, n is the 

normal to the interface, pointing from medium 1 to medium 

2. 

Now there ls given a distribution of the two media in Fig. 

2.3.2. As to the Laplace equation of the first boundary 

condition and considering a -o - l/p, we write the correspond

ing functional 

1 au au 
J[U]-ff - [ (-) '+( - )' ]dxdz 

D P dX az 

where the region D 15 made of the regions D) and D2 , and 

pap) in D I • p.pz in D .2" The var iation of the expression is 

written as 

J[U]-!! 
D • 

1 
+! oU-

r I P ) 

au 
- ds+ ! 6U
an r 2 P 2 

au 

1 a2 u a2 u 
--(---+---)6Udxdz 
Pz QX z az2 

au 
-ds+ ] .1U 
an r: 2 PI 

- ds+ j 6U
an f L p 2 

au 
-ds 
an 

The normal of the separating interface points 

2 from the medi urn 1, so the last term of the 

negative. On interface f l2 , because the 

to the medium 

expression is 

potential 1s 

continuous, the variation of the potential in medium 1 must 
equal to the variation of it in medium 2, i.e. 
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And because the normal component of the current dens! ty 1 s 

continuous, the last two integral term offset each other. 

So we obtain the variation of the corresponding functional 

1 
+ir au-

, p , 

'U 1 
-ds+Jr 'Uon 2 P 2 

au 
-ds an 

la z ua:zu loU 
~-JJ-(--+--)6Udxdz+~rau- - do 

Dp 'Cl x 2 az 2 p an 

where r-rl+f2 only involve the outer boundary, it does not 

involve the separating interface of the media. 

Throu gh the 

expression 
variation of 

above analysis we know that if the functional 

involves physical property parameters, the 

the functional has nothing to do with the 

separating interface and only has to do with the outer 

boundary. In the process of the functional taking extremum. 
the boundary condition on the interface will be satisfied 

automatically. So this condition belongs to the spontaneous 

one. 
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3 THE FINITE ELEMENT TECHNIQUE FOR HELMHOLTZ'S EQUATION 

As mentioned before, the transformed potential from a point 

source 1n the two -d imensional resistivity problem can be 

described by the two-dimensional Helmholtz's equation 

1.2.3. Therefore it is of great importance to apply the 

corresponding finite element method 1n the digital modell~ 

ing of the geoelectric survey. 

We know. that the solution 

Helmholtz's equation 

a au a au 
LU----( , -- ) --- (a--)+eu-r 

oX oX oZ CZ 

of the two-dimensional 

(3.0.1) 

with the third boundary condition 

au 
(--+ YU I) r-O an (3.0.2) 

corresponds to the function which minimizes the functional 

au au 
J (U) -I i {a[ (--) 2. + (--) 2.] + 6U 2- 2fU} dxd z +di rarU 2.dS 

o dX oZ 

In the formula above, U 15 the target function, 0 Is the 

resea rch region and r is the boundary curve of D. 

3.1 The deduction of the coefficient matrix 

Wh en we use the finite element technique to resolve the 

minimum of a functional, the procedure is the same as that 

of the one-dimensional finite element technique which has 

been studied in the former section. In domain 0, a simple 

triangular subdivision is used. 

edge of the triangular element 

imately. It is not allowed for 

At the boundary we use an 

to fit the curve approx

the edge of a element to 

cross the interface of two media and and also to a 

co rner of any triangle appear at an edge of another 

element. It should be avoided to use a very sharp 

triangle. It is needed to use more elements in the region 

where the target function U have big variation. 
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The corners of the elements are called nodes. The mesh 

consists of all elements and nodes. The number of each 

element and node is given by a certain order. 

Suppose the numbers for the corners of a triangular e l ement 

are i. j. and m 1n the anti-clockwise direction (see Fig. 

3.1.1). The r elevant coordinates are (xl,zi). (Xj.zJ) and 

Xm,Zm), and the values of the function U are Ui. Uj. and 

Urn. We want to find the values of the function U at all 
nodes in domain D. except the nodes at the boundary where 

the first boundary condition is used. Therefore the problem 

to find the solution of the continuous function U(x,z) is 

reduced to the problem to f i nd the function values at the 

nodes. 

Suppose the elements are sufficient small and the function 

is linear in the elements. We have 

(3.1.1) 

At the three corners of the element. 

Um -B I+B2Xm+ B3Zm 

We solve the linear equation system by Cramer's rule and 

get 

where 

D, 1 
B, - --- --(alUi+ a jUj+amUm} 

D 2 II 

D, 1 
B, - -----(blUl +bjUj+bm Um) 

D 2" 

D, 1 
B, - -----(CiUi+CjUj+cmUm) 

D 2" 



and 

x 1 zi Ui xi zi 

D- Xj Zj D,- Uj Xj Zj 

xm Zm Urn Xrn Zm 

xl U I 

D,- D,- xj U j 

xro Urn 

ci-xm-Xj 

aj- x rn Z l-xl zm. 

D 1 
6----(biCj-bjCl) is the area of the element 

2 2 
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substituting 13 1 .52' 6, into 3.1.1, we have 

or 

1 
U(X,z)-2I[{ai+b!x+Ciz)Ui+(aj+bjx+CjZ)Uj+(am+brnx+Cmz)Um] 

U(x,Z)-NI(x,Z)UI+Nj(x,z)Uj+Nm(x,z)Um (3.1.2) 

where 

1 
Ni - --(al+bix+C!z) 

26 

1 
Nj---(aj+bjx+cjz) 

26 
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1 
Nm= --(am+brnx+crnz) 

2. 

which a re called the shape functions. 

In order to calculate the value of the functional In the 

triangle. it is necessary to calculate the first derivative 

of the function U, from 2.1.2, we have 

where 

, U dN l ,N< ,Nm 
------U· -t..:....:.:....LU '---U 
ox oX 1 oX J ax m 

au ,1/1 aNj ,Nm 
------Uj+---Uj---Um 
dZ (lz dZ dZ 

aN j b j ------
d X 26 

aN i • .:.!. 
dZ 26 

Regard the domain 0 of the integration for 3.0.2 as the sum 
of every divided triangle, that Is 

where J e Is the functional in a triangle element e: 

Assuming that \I a and Y are all constants. so they can be 

moved outside the integral. If the element e is In the 

domain D. the second line integration term equals to zero. 

If an edge of the triangle element e is at the boundary, 

the lIne integration must be calculated. For making our 

research genera l there is no harm in ass uming that an edge 
of the element e Is at the boundary of the domain D. 

Deriving the target-function U is our object. If the 
functional J(U) is mi nimized, according to the necessary 
condition for a minimum. we have 



aJ 
---0 
aUI • 

(3.1.4) 
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where 10 1s the sum of the nodes in D. In order to derive 

the concrete form of the formula. we differentiate formula 

3.1.3 with respect to Ul. and assume 1-1 first. 

,J e .. ,u a au au a au au au 
- - -ii {2a[- --(-) +- --(- )]+26U- --2f--}dxdz 
aUi 6 dX aUi dX dZ aUi OZ aUi aUi 

:;u 
+2a; Yi rU-- ds 

aU 1 
(3.1.5) 

From the expression of au/ox and aU/az which have been 

derived before. we obtain 

Hence 

a au aN i 
-(-)--
aUi oX ox 

_a _(~) _ aN i 

aUi az az 

au a au au ,Ni (aNi aN' aNm aNi 
- -(-)-- --- --Ui+~Uj+--Um)--

dX aUi dX dX dX oX ox ox ox 

bi bi bj bm 1 
--(-Ui+-Uj+- Um)-- -(bfUi+bibjUj+bibmUm) 
2. 2. 2. . 26 4.' 

Similarly 

From 2.1.2. we get 

au 
---N i 
,U i and 

au 
U--· (N iU 1 +Nj Uj +NmUm)rh 

au i 

Putting these terms into formula 3.1.5 and considering that 



then after the function in brackets of formula 3.1.5 has 

been integrated, we get the first integration term of 3 . 1.5 

a 
2a[(bfUi+b i bjUj+bibmUm)+(cfUi+Ci CjUj +ci c mUm)] 

a 
- --[{b!+cf)Ui+(bibj+CiCj)Uj+(bibm+cicm)Um] 

26 

The second integration term of 3.1.5 is 

1£2/(Nlui +Ni NjUj +NiNmUm]dxdz 

Us ing the following expression (as proved in appendix of 
the paragraph) 

6 
f ~Ni (x ,z)Nj (x ,Z)dXdZ-i2(l +6ij) 

where 

6ij-O when i "j 

we obtain 

au 26. 6 e. 
If2 8U--- -2S( --Ui+--Uj+--Um)·--(2 Ui+Uj+Um) 

• ,U i 12 12 12 6 

The third integrat io n term i s a field source term. We know 
that f has only two possib l e forms. That is f-O when t here 

is no field source in the domain. otherwise f-,1/26(x)o(z) 
in our problem. Therefore, the term can be written as 

au 
fJ2f---dxdz-ifI6(x - x o )o(z - zo)Nidxdz 

tJ. au i tJ. 

We consider two state. First, point i is a current paint, 

that is xo·xi. Zo=z i . Applying the defination of the Dirac 
6-function and the property of the N function (the proof is 

shown in appendix of this paragr aph). 



Put this rel a tion in the integration term, it gives 

au 
/f 2f--dxdz-1 
61 6 U 1 
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where .6.1 is the sum of the elements which are around the 
point 1. Second. the point 1 is not a current source, hence 
this term must be zero. 

A boundary element has a line integration 

au 
2Cll'iru--ds 

au 1 

where 1 can represent any node. But In boundary element, 

the boundary nodes are usually represented by j and m. In 

order to get rid of the confusion. we r ewrite i as 1 in the 
term, that is 

au 
2n)'/rU--ds 

aUl 
I -j • m 

we have mentioned that jm is a boundary line segment. To 

calculate the term we simply assume that U is linear 

variable In jm as shown in Fi g . 3.' . 2 . 

Hence 

OHSl 

the length of jrn Is 

Then we have 

The line integral term for the point j can be written as 
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Similarly for the point m. 

We have discussed the formula for calculating 

(i.e. where 1-1). 

When I-j. I-m, we can get the corresponding formula by 

similar method. Now the discussion can be summed as to any 

triangle element, the computation of 

(Le. where 1-l,j,m). 

has the form of the following matrix 

I 

kji kjj kjrn Uj o 

km i kmj kmm Urn o 

(3.1.6) 

where the elements of the matrix are 
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a 1 2 
kmm·--(b~~c~)+-S 6+-aY2i 

26 3 3 
(3.1.7) 

a 1 
klm-26(blbrn+Cicm)+6BA-kml 

In the formula, it Is only necessary to calculate the third 

term (including Y51) for the boundary element. Here the 

surface is not involved, beca us e Y-O on the surface. it I s 

not necessary to compute the surface boundary term. 3.1.6 

Is called the element coefficient matrix. 

After calculating the element matrix for all elements in 

the domain D. we sum up all element matrics for each node. 

Then we get the total coefficient matrix. 

system which corresponds with 3.1.~ Is 

k , , 

k" 

k •••• • I( 1 
1 2 1 0 

k ·····1('1 " , 

u , o 

u , o 

The equation 

(3.1.8) 

1 the supply point 

o 

k102 u, o 

where we remove all terms with the current 1 to the right 

hand side. Solving the equation system 3.1.8, we can get 

the values of the target function at all nodes UI 

(1.1,2, ... 1 0 ). 



APPENDIX The geometric meaning of Ni. Nj. Nm and their 

integration 

We know that the area of a triangle which has the three 

corners (xi,zi). (X:j.Zj) and (Xm.Zm) is 

t, - -
2 

Zj 

Xm Zrn 

Assuming p(x.z) is any point in 6. then 

Zj zj Xj 

-x +z 

Xm Zm Zm Xm 

x Z 

- 1 

is twice of the area of the triangle pjrn (see Fig.3.1.3) so 

From the express ion we have following properties of Ni. Nj 

and Nm: 

Ni(xi,Z i)"', Ni(Xj .Zj )-Ni{Xrn,zm) -O 

Nj(Xj,Zj)-l, Nj(xi,zi)-Nj(xm, zm)-O 

Um(xm, zm) - 1, Nm(xi,zi)-Nm(xj.zj) "'O 

According to 3.1.2 



1 
Nj---(a j+bJx+cjz) 

26 
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We regard the formula as a transform f r om (x ,z) to (Nl.~j) . 

Depending on the properties of Ni and Nj. they transform 

the points 1. J , m 1n the plane (Ni, Nj). (See Fig. 3.1.4) 

The transform expression for the area of the elements is 

aN i aN i --- ---
ax a z 

dNidNj- dxd z 

~2.!!.1. 
ax az 

bi ci 
1 

dxdz ---dxd z 
46' 26 

b j Cj 

where 

x j Zj 

or 

dxdz-2adN id Nj 

the n we obta in 

, NII,NII' 11 ~ 
-UJ,Nl(I - Ni)dNl-211(-- , --- ,)- 26( --- )--

3 4 3 4 6 

and 

1 2 1 6 
J~NiNjdXdZ-26fJNiNjdNidNj-O(2-3+4)-12 
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3.2 Mesh and boundary condition 

Usually 1n our case, the research domain D is divided 

many rectangular element by a set of lines which 

parallel to the x-axis and a set of lines which 
parallel to the z-axis. The distances between 

parallel lines are arbitrary given depending on 

distribution of' the geological structures and the 

into 

are 
are 

these 
the 

topo-

graphy. 

elements 
Each 

(see 

rectangle is 

Fig. 3.2.2). 

divided into 

We will prove 

four 

later 

triangle 

tha t the 

points 1n the 

stored. So we 

pOints of the 

center of the rectangles do not need to be 

only have to consider that the crossover 

two set of I1nes. By using the triangle 

element, the mesh can be used easily t o 
any inhomogeneous structure and the 

curve. 

follow the shape of 

topography profile 

Of course, using larger mesh and/or more nodes, we can get 

higher accuracy of the computation. But then more storage 

and more computing time are needed . So the mesh is usually 

with the elements finer in the center of its upper part and 

gets gradually more and more gross outwards as shown in 

Fig. 3.2.1. 

As mentioned before, there are three kinds of 

conditions. If we use the first condition, we must 

boundary 

give the 

potential values at the boundary of the mesh. If we utilize 

the zero values at the boundary, a rather large mesh is 

needed in order to reduce the influence of the inhomo

geneous medium. 

When the potential values at a part of the boundary are 

given, we need to rewrite the equation system 3.1.8. We 

know that the total number of the nodes is 1 0 , and suppose 

the number of the nodes at which we want to f ind the 

potential is 1 1 • So the number of the boundary nodes is 

1 0 -1 1 • Assuming the boundary nodes are the last nodes (we 

do not need to do so in the computing practise). then 3.1.8 

is written as 
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a I. I ••.••• a 1 a I ,1 U , 0 ,. , , 

0 

I 

0 

"1 ," •••.•• a 1 
J 11 I a1 I ,1 0 U1 

.••.•• all 
" , U! o , 

Where Uo is the given value. In fact, the number of the 

unknown potential values are 1 1 , Removing the terms of the 

known values 1n the equation system to the right hand side 

of these equations, we have 

o o 
o 

o 

In the practical compution we do 

known potential equations to the 

0 

not 

1 as t 

u, 

Ul
l

+ l 

U1 1 + 2 

U1, 

need to 

part of 

U'1 , + , 

U Q 11 + 2-

ut, 

arrange the 

the system, 

we just need to calculate the terms on the right hand side 

of the system to put at the diagonal position in the 

matrix corresponding to the node at which the potential 
value is known, and to put 0 at all corresponding elements 

1n the row and column of the matrix. 
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A. Dey and H.r. Morrison used the mixed boundary condition 

in the finite difference method in 1979. Using this 

condition we do not need to give values at the boundary of 

the mesh. The third condition 3.2 ls only suitable to the 

homogeneous medium. In inhomogeneous medium it should be 

better to put a constant A in the condition, that is 

au 
(A-+yU) I r-O an 

The solution of the Helmholtz's equation 3.0.1 under the 

condition 3.2.3 corresponds to the function which minimize 
the functional 

au au 1 
J(U)-JJi.[(-)'+(-)'1+8U'-2fUldxdz+-eraYU'ds (3.2.~) 

oX oZ ). 

The corresponding element coefficient matrix is 

o 0 
Jim- J mi - -[bibm+clcm]+-k 2 8 

2 il 6 

000 
Jjm - Jmj--Cbjbm+CjCm]+-ok 2 6+-S!al 

26 6 6 

Now we prove that it is not necessary to store the pOints 

in the center of the rectangles by transforming the 

calculating formula to eliminate the potential at these 

points. Taking an arbitrary rectangle as shown in Fig 

3.2.2 . Suppose the number of the four nodes are g. h. q, 
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p , the center crossover pol nt is a, the length of the 

rectangle are Dx in x direction and Dz in z direction, the 
tringle gap is t." gah is t." haq Is t. , and paq is t. •• The 

area of the four triangle 1. the same. 

Their conductivity are 0t> 0a. oJ and 0 .. respectively. 

According to the formula 3.2.3 and let ).-2 the contribu 

tions of the four triangular element to the rectangular 

element ceofflcient matr ix are as foll ow. 
In 6 3 

Similarly, in 1::.2 

From Fig. 3.2.2 we can see that kh.h in the matrix 1s 

contributed by the elements 1::.2 and t:q • Therefore kh.h 1s 

the sum of the two expression above. 

Similarly. the other diagonal elements can be written as 

Oz Ox 1 
k ( + )[ --+--+-OxDzk 2 ] g,g- °1 °2 2Dx 2Dz 12 

Dz Oz 1 
kp,p-(Ot+O")[2Q;+2DZ+12DXDZkZ] 

the four triangle wi ll make contribution to ka a , 
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so 

D x 1 
ka~a·202--+--o2DXDZk2 

Oz 12 

D z 1 
ka!a=2o'D;+120IDXDZk2 

D x 1 
ka~a·20 --+--0 DxDzk2 

• "Oz 12 .. 

Ox Ox 1 
k a ,a- 2 (oz+a .. )--+ (ol+O,)--+--(Oj+oz+o,.o .. )DxDzk 2 

Oz Ox 12 

The non-diagonal elements in the matrix are as follow. 

and 

02 Oz Ox 1 Oz Ox 1 
kh . --[( -- )2_(-- )2]+-0 k 2 1:J_o [---- ---+--OXOZk 2 ] 

,g 2Q 2 2 6 2 2 2Dx 2Dz 2~ 

Ox Oz 1 
kh · 0 [-------+--DxDzk 2 ] 

Iq '2D z 2Dx 2li 

Oz Ox 1 
kp q_o .. [ -------+--OxDzk 2 ] 

• 2Dx 2Dz 24 

Ox Oz 1 
kg p-o [--- ----+--OxDzk 2 ] 

• I 2Dz 2Dx 24 

Ox 1 
ka 'g_ka 1 p.'o, --+--o,DxDZ k 2 

• • Oz 24 

Ox 1 
ka 'p=ka'p--o,--+--o,DxDzk 2 

I • 0 z 2!j 



so 

Dz 1 
ka'Q-ka'p·-o --+--0 DxDzk2 • • ~Dx 24 ~ 

Ox Dz 1 
ka,g-ka!g+ka;g-OIDz - o2o;+~{ al +o2)DXDZk2 

o z Ox 1 
ka h-ka 2 h+ka'h-o ---0 --+--(et +0 )DxDzk 2 

• • • 20X 'O Z 21l 2 l 

Ox Dz 1 
ka p.ka'p+ka~p-o, -- -0,. --+--(Q,+o~)DxDzk2 

• • J Oz "Ox 24 

Ox Dz 1 
ka Q-kalQ+ka~Q-o ---0 --+--(u +0 )DxOzk 2 

• , . 'Oz ~Dx 24 ' ~ 
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Now we can write the linear equation system for these five 

nodes. 

ka,aUa+ka,gU g +ka,hUh+ka,pUp+ka,qUq -ba 

where Ug , Uh, Up, UQ and Ua are potential values at the 
nodes g, h , P , Q and a. ba, bg, bh, bp and bQ are the 
corresponding right hand terms of the system. We use the 

Gauss 

tions 

elimination to eliminate Ua in the 1 as t four 
and we get a new equation system: 

ka,aUa+ka,gUg+ka,hUh+ka,pUp+ka,qUq-ba 

k I I I I I 
g,gUg +kg,hUh+kg,pUp+kg,qUq - bg 

k I I f I I p,gUg+kp,hUh+kp,pUp+kp,qUqzbp 

k I I I I I 
Q,gUg+kq,hUh+kq,pUp +kq,qUqzbq 

(3.2.5) 

equa-

Taking the first equation away we obtain four equations 

including four unknown values, Ug, Uh, Up and UQ. Then 

there is no term including a in the coefficient matrix and 
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there is no need to store a. But we need to calculate the 

elements k' of the matrix according to a set of new 

formulae which are simmilar to: 

(3 . 2.6) 

the rest is very simi l ar and wil l not be printed here. 

We need to sum up the boundary te r m for the nodes at the 

boundary of the mesh. 

For the left hand boundary: 

k' • S,g .. kg,g+1/3·YDzo ll 

For the right hand boundary: 

k' • p.p"kpIP+l/3·YDzo~ 

k' • g.g.kg,g + 1/3·YDzo~ (3.2.7) 

k' • g,gakg.g + l/6'),Dzo~ 

For the bottom boundary: 

k • • q,q-kq,q +1/3''YDxo j 

k • • h.q-kh,q+1/3oYDxo, 

From here we know the total coefficient matrix Is a 

symmetric pos i tive definite and band one. It is shown in 

Fig. 3.2.3 (the number of the nodes in z direction Is 8) 
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3.3 LLT decompo s ition for solving linear equation system 

Because the coefficient matrix Is a symmetric. positive 

definite band matrix, we wi ll solve the equation system by 

LLT decomposition. The method for a band matrix comes from 

the following theorem. 
If A is a band, symmetric and positive definite 

li-j I>m 

where m Is the width of the band then there is a real 

non-singu l ar lower tr i angular matrix with the relation 

lij-O l - j<O 

The formula (3.3.1) may be written as 

1 1 ) 1)1121 1nl 

121 122 122 1n2 

Inn Inn 

all a l2 8 1n 

a 21 a 22 a 2n 

The corresponding elements of the two matrices above LLT 

and A are equal. We can obtain 

or 

and 

I 
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or 

Changing the equation system 

Ax-b 

into 

Lyab 

where 

LTx-y 

We may solve y first by (3.3.11). then solve (3.3.5) to get 

x. According to (3.3.4). we have 

or 

so 

1 , , 

1" 1" 

1" 1" 1" ............ 
In, 1 n, .... 1 nn 

I) I Y 1 

1 21 YI+ 1 22Y2 

llIYt+ 1 J2YZ + lssYs ................. 

i - 1 

y, 

y, 

y, 

Yn 

Yi-(bi- r lik)/lii 
k-r-m 

And according to (3.3.5) we have 

b, 

b, 

b, 

bn 

-

b , 

b, 

b, 
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1, , 1" I n , x, y, 

1" In, x, y, 
I n , x, y , ...... 
lnn Xn yn 

or 

Because the high number of zero elements in the matrices A 

and Lt it ls unnecessary to store all elements. In general, 

we adopt the packed storag e as shown in Fig. 3.3.1. 
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4 INVERSE FOURIER TRANSFORMATION TECHNIQUE 

4.1 Properties of potential ~ 

Solving the linear equation system A9-b with a certain k 

value I we can obtain the transformed potential 4; in space 

(x,k,z). The potential U in the space (x,y,z) can be gained 

from a series of 1+1 with respect to different k values in 

terms of the inverse Fourier transformation. The technique 

and precision of this transformation are important parts 

which influence the calculating results. Here we mention 

the properties of the transformed potential ~ in the 
wavenumber domain first. 

As we know the potential U i n homogeneous medium with a 

point source of current is 

c 
U- 

r 

where r 1s the distance between the source and the measur 
ing point, c Is a constant. Using Four i er transformation to 

both side of the formula with respect to y, we get 

4l(X,k,Z)-cK o (kr) (4.1.1) 

where Ko is the 
From (4.1.1) we 

modified Bessel function of order zero. 

see that the properties of 0 are the 
properties of Ko in homogeneous medium if the constant c is 
neglected. 

The curves of Ko versus kr, Ko versus In(kr) and 

versus kr are shown in Fig. 4.1.1, Fig. 4.1.2 and 
4.1.3 respectlvly. 

1 nK 0 

Fig. 

The curve in Fig. 4.1.1 shows Ko"'" when kr+O, Ko+O when 
kr+o> and it is a monotonous declining function when kr 

increase. There are following approximate formulae in 
mathematics 

and 

2 
K,(kr)-ln(-) 

kr 
when kr+O 



where 

11 -kr 
K,(kr)./(--- )e q,(kr) 

2kr 

1 
qo(kr)=l- + - •••• 

1 !8kr 2! (8kr)2 
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when kl"-+<lI 

From Fig. 4.1.2, we see that the curve of Ko approximates a 
straight line In a quite large range at the beginning of 

the argument kr. Then it becomes a concave when kr Is 

greater than a certain value. The 1nKo curve In Fig. 4.1.3 

in a certain region at the beginning is concave, then it 

becomes almost a straight line when kr Is larger than a 

certain value. So we can consider 9 as a negative exponen

tial curve in the calculation of the inverse Fourier 
transformation when kr grows larger . 

It is difficult to consider the properties of ~ for 

inhomogeneous medium geoelectric section. Here we just 
consider two layer mode l as an example of inhomogeneous 

medium. In this case it is easy to derive the expression of 

$ in the wave number domain. 

In the space (x,y,z) the potential U of a point source in 
horizontal two~layer medium can be calculated by the 
following formula 

where: 

By 

I P I 1 ... 
U·---[-+2[ 

2;r r n-1 
<".1.2) 

is the distance between the source and 

the measuring point. 

'-".:.' --,-" .:.' K 1 Z--

P Z + P I 

PI is the resistivity of the upper layer 
pz is the resistivity of the lower layer 
h is the depth to the interface between 

layer 1 and 2 

Fourier transforming (~.1.2). we have 
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"" -lky 
~(x.k.z)·JoU(x.y.z)e dy 

.., i ky 
e dy J 

(~.1.3) 

where rl-x and r 2 -/(x 2 +{2nh)2). 

From 4.1.3 we can see that the transformed potential $ in 

the two layer model i s also function of Ko(kr) I but the 

difference from homogeneous medium is only that of! is the 

weighting sum of a series of Ko 

The weight values depend on the 

the model. The curve of $ of 

with different argument. 

geoelectrlc parameters of 
(4.1.3) is shown in Fig. 

4.1.4. The curves has similar properties with that of 

homogeneous medium. 

We have calculated some 9 function In different inhomogene

ous model by the finite element method. All curves of these 

9 function have similar properties. 

4.2 Numerical method for inverse Fourier transform 

Usually we use the cosine inverse Fourier transformation as 

2 • 
U-- fo$coskydk , (~.2.1) 

Depending on the properties of the function 9 the following 
approximate numerical method is adopted for realizing the 

inverse transformation. 

First of all as 9 values decrease rapidly with the increm

ent kr, the infinite integration interval can be replaced 

by a finite interval, for instance [O,kN], without serious 
error. Then 4.2.1 can be written as 



2 k n U--Jo r; coskydk , 
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(4.2.2) 

The second, the interval [O,kNJ i. divided 
subintervals and the integration in the interval 

into many 
[O,kNJ is 

replaced by summing up the integration in the sub intervals 

2 k n 2 
-J 0 $ coskydk - , . ki + 

EJ l$coskydk 
i k i 

(4.2.}) 

The third, as we mentioned above. we know from Fig. 4.1.3 

that In ~ becomes a straight line as kr Is greater than a 

certain value. So the 9 function is considered as a 

negative exponential curve approximately in the main part 

of the integration interval for simplifying the calculation 

of th e integration. 
Suppose N discre t e wavenumbers k l • kz , .... kN are chosen 

within the interval The integration 4.2.1 
divided into three parts 

2 • 
U·-f o ~c oskydk , 

2kl 2k N 2 '" 
=-J o ~coskydk+-f ~ coskydk+-I ~ coskydk 

'IT 'lTkl TokN 
(4.2.4) 

2 k 1 2 
--10 Iil coskydk"'-

N- 1k i'" 2 '" 
L I l $coskydk"'-;" illc oskydk , , i-l ki 'IT kN 

i. 

The second term in Q.2.4 is the main part of the transform. 

If kl is 

11 ne of 

chosen suitable. this part may lie in the straight 

ln 9 curve. then we choose 9 as an approx1matly 

negative exponential function. 
For the main profile y-Yo · O. we have 

2 
UII - -

;, 

N- l . kl+ 1 2 
1: J t;>dk--

i .. l k 1 11' 

2 N-l 
E 

11' i-1 

N-1 ki+l -aik 
EJ Aie dk 

i = 1 k i 

(4.2.5) 

where ai can be obtained by solving following equations 
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so 

(~.2.6) 

For non-main profile y-Yo.O, we can suppose Yo·O and have 

2 
UII'

• 

2 N-l 
r 

TT 1-' (~.2.7) 

2 N-l .- , 
1T 1 - 1 

1 
----+[ ~ 1(ysinki+1Y - alCosk i+IY)+ ~ i(YSlnki - aiCOSkiY] 
af+y2 

where a 1 is the same as 4.2.6. 

If kl chosen is small enough and kN is large enough then 

UII will be the main part of the integral value U. 
The third part of U is neglected if kN ls chosen large 

enough. In that case 41(kNr) should be very small. Another 

approximate method for caculating UIII Is considered if 

this is not the case. Using the negative exponential 

approximation and aN - I' AN-I r eplace aN. AN respectively. 
For the main profile, Y-Yo.O 

as we have 

-a kN QN-AN-1e N-I 

so 
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or 

Hence we have 

For non-main profile, y-Yo.O. Suppose Yo=O, we have 

.- (~.2.9) 

Because kl is 

of 4.2.lj has 

usually chosen rather small, the first part 

a small value . W'e simply approximate this 

integral using the trapezoidal rule. the rectangular rule 

and the triangular rule. 
For the trapezoidal approximation, we use 

[ ~ (k.r)+Cl 
UI= k,r (1l.2.10) 

IT 

where C is a constant, and determined by teat. For the 

rectangular approximation we have 

For the triangular approximation we have 

1 
UI--$ (k,r)k1r 

IT 

(~.2.11) 

(~.2.12) 
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Of course the Ur values obtained by li.2.11 and 4.2.12 will 

be smaller than the integral value. Because k is usually 

chosen rather small, the first part of the interval [ki ,kN] 

is not in the straight line of 1n 9 . So the value Ulr 

obtained by 4.2.5 using the negative exponential approxlm

ative must be larger than the integral value, Here we use 

4.2.11 and 4.2.12 for calculating Ur in order to balance 

the decrease of UII. 

4 . 3 Selection of wavenumbers 

In order to get the inverse Fourier transform, the 

interval Is divided into the three parts: [O,k.], 

and [kN.~]. So it Is necessary to choose kl and kN as well 
as the concrete wavenumber values within the interval 

[k 1 ,kNJ reasonably. 

The princeple for choosing kl and kN. as mentioned above, 

is that the integration in the interval [k1,kNJ is the main 

part (about 90 - 95~) of the whole integration. Usually k\ 

is chosen rather small and kN is large enough, for example, 

k\r~O.02-0.03 and kNr-2-3. 

In chosing 

curve <p is 
.... 

satisfied 
kN- \' we should consider 

by a negative exponential 
that the 
function 

approximately. In this case the smaller distance of the 

interval [ki, ki+\J, the higher accuracy of the calculation 
is. But on the other side. we need to solve the equation 

system once for every wavenumber ki, then the 

number of the k's is the more the amount of the 

is. So the principle for choosing k2,klO .... 
higher the 

computation 

kN- 1 is to 
choose as low number of k as possible under the condition 

of a certain calculating error to balance the accuracy and 

the amount of the calculation. Usually the number of k is 

chOSen 5-9. 

The wavenumber values within the interval 

considered as uniformly proportional: 

k i + 1 
- --constant i-1.2 ..... ,N-1 

k1 

we have just discussed how to choose the argument kr. Here 

we must notice that different k values should be chosen for 

different distance r (between the source and the measuring 
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point). If we have chosen a set of kr values as Cl' c:Z' 

...• eN. then the wavenumber are 

c, 
k,-

r 

c, 
k, -

r 

for a fixed electrode 

practice the electrode 

distance 

distance 
configuration. But 

r Is changable, 

in 

for 

instance in the geoelectric sounding case. And suppose the 

shortest electrode distance Is rmin. the largest one Is 
rroax. Then we chose 

c, 
k,---

rmax 
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5 EXAMPLES 

5.1 Some tests of different filters 

For testing the program based on the method dlscr! bed 1n 

this text and the chosen build up of the mesh we made a 

number of runs on a VAX 111150 computer at NEA. The runs 

were made on a homogeneuos earth model. The mesh were made 
of 161*12 nodes. The filter-coefficients in the test 

runnings were chosen with different distribution and with 

different intervals. The main conclusion is that the f i lter 
has to be chosen wi th some care because the same accuracy 

can be obtained for a considerable less number of coefficl~ 

ents by chasing them carefully. The number of coefficients 

nessecary for a accuracy better than 3 % ls 7-9 for a mesh 

able to deal with the setups of Schlumberger and head-on 

that are used in Iceland. The calculation-time is approx

imatly proportional to the number of filter - coefficients 

and therefore it is important to keep their number down. 

We will later give some information on the calculation-time 

compared with a similar calculation with a finite differ" 

ence program based on Dey 1979. In the tests we used the 

two arrays mentioned before. The Sclumberger array gives a 

good knowledge on the change wi th different armlengths of 

AB and MN but the head-on gives an estimate of what 

happends when the center of the array travels through the 

model. It is difficult to give any visual discribtion of 

the differences for different filters on a homogeneous 

model so we will only give two examples bye printing the 

numerical results of two runnings with 6 and 9 filter 

coefficients (Appendix of this paragraph). From these 

numbers it can be concluded that there are some structures 

in the calculated resistivities which are a function of the 

mesh and also that the 6 coefficients are hardly enough to 

give a resonable result. There is also a reason to belive 

that this is rather a function of the vertical build up of 

the mesh than the horizontal build up because the results 

in the head-on pr of iles are constants for the same arm-

length. This structure of 

example in Appendix 

result is little higher 

turns to be too low. 

the results are clearly seen in 

where for the shorter AB/2 the 

than 1.0 but for AB/2-1200m this 
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Table of calculation of homogenous model with 1 Ohmm using 
respectively filter with 7 and 9 coefficients. 

AB/2 

175 
200 
225 
250 
275 
300 
325 
350 
375 
400 
425 
450 
475 
500 
525 
550 
575 
600 
625 
650 

MN/2 is 25 m. 

7 coeffi. 

1. 0177 
1. 0269 
1. 0327 
1. 0366 
1. 0392 
1. 0409 
1. 0417 
1. 0418 
1. 0411 
1. 0397 
1. 0378 
1. 0353 
1.0323 
1. 0289 
1. 0251 
1. 0209 
1. 0165 
1.0118 
1. 0069 
1. 0018 

9 coeffi. 

0.9962 
1.0066 
1. 0134 
1. 0181 
1. 0211 
1. 0229 
1.0236 
1. 0233 
1. 0221 
1. 0202 
1. 0176 
1 .0145 
1. 0109 
1. 0070 
1.0027 
0.9981 
0.9933 
0.9883 
0.9831 
0.9777 

65 
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5.2 Tests of different mesh 

The mesh can be chosen in lot of different ways but for the 

horizontal coordinate it is often necessery to have a 

symmetrical distribution around the center of the mesh or 

having a long segment where the nodes are with a constant 

distance between them. So it is often in the selection of 

the vertical distribution one has some freedom. It ls 

important to keep the number of the z-nodes down because 

the bandwidth of the matrix is the number of nodes 1n the z 
direct i on plus one. The calculation time groves very fast 

with the bandwidth so it is important to remember this when 
one makes the mesh. In our test it 5eems that for the kind 

of setups mentioned in chapter 5.1 we need 10 to 12 nodes 

1n the vertical direction. When one wants to make a very 
complex resistivity distribution downwards it will cost 

more nodes and a longer calculation time. The example in 

Fig. 5.2.1 is a three layer model where there is a theoret

ical calculation with a one-dimenisional program, a running 

wi th a 1 0 nodes in the z- direction and a running wi th 12 

nodes in the z-direction. One can see that there is not a 

complete fit. this is though not a serious fault because 
the theoretical cur ve is calculated with a gradient method 
and is therefore giving no net effect from the horizontal 

boundaries in the model. 

5.3 Some theoretical examples 

The apparent re Sistivity curves of the dipole-dipole 

sounding for two layer model are shown in Fig. 5.3.1 where 

the real curve is the analytical curve, the dot pOints are 
the computing results of the finite element method. We see 
that the relative e r ror of the calculation is within 1%. 
For a model of two medium with vertical interface. Fig. 
5 .3. 2 shows the apparent resistivity Pa of the 
dipole-dipole sounding. Fi g. 5.3.3 shows the Pa curve of 
the gradient mapping. Fig. 5.3.4 shows the Pa curve of the 

head on profile which is not perpendicular to the strike of 

geological body. Fig. 5.3.5 shows the Pa curve of the 
pole - pole profile, in this configuration there is a 



distance between the measured points MN and the trans-

mitting point A in the y direction. In these figures the 

legends is the same as 1n Fig. 5.3.1. 

The Pa cur ve of the pole~dlpol e profile for the angular 
topo gr aphy model is shown 1n Fig 5.3.6. 

5 . 4 Comparisslon of rEM and FDM on an example from 

Urrldavatn, Iceland 

The example is on head-on profile measured in the Urrlda

vatn area in eastern Iceland in 1982. There Is a strong 

vertical low relstlvlty contact 1n the prof1le. On fig. 

5.4.1 ,5.4.2 and 5.4.3 we see the measured profile. the FEM 

and the FDM results. As can be seen there 15 a similar 

resul t from the two methods and the difference is not a 

serious one. From this it can be concluded that the two 

methods are of similar quality according to the structural 

resolution but there is a reason to belive that FEM is more 

accurate in the quantities. There is also a difference 1n 

the calculation time which makes the FEM - program much more 

atractl ve than the FOM. The difference for this model is 

FEM/FDM<O.3. This a very significant difference and there 

ls also a reason to belive that one can by using FEM get a 

similar accuracy for less number of filter-coefficients 

than with FDr~ so the difference can be even greater than 

this. 
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