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PREFACE

As we know giving & geological model to calculate the
anomaly 1is <called a geophysical forward problem. The
forward problem is an important one because wWwe want to know
the correspondance (or dependence) between the anomalies
and tne causative bodies.

Usually the forward problems are easy to solve in geophys-
ical prospecting, for example, in magneties, gravity and
Seismies, but for a long time it has been difficult for
geoelectric prospecting. For most of the applied electric
surveying problems, except for few simple geoelectric
conditions, we c¢annot calculate the electrical potential
and tne apparent resistivity analytically. So people hope
to get a numerical approximate solution with computer
modelling. These methods include the integral equation
method, the finite difference method, the finite element
method and the boundary element method.

For the two-dimensional geoelectric condition with a point
source of current the finite element method was first
applied to electric survey by J.H. Coggon (1971). He
derived the =equivalent equation of the variation and
realized the computation. In 1977 L. Rijo improved the
method with reasonable application in his Ph. D. thesis.
For the two-dimensional problem we prefer the finite
element method. We have done the finite element resistivity
modelling work for years and got some progress. In this
book we would like to introduce the theory, the technique
and the applications of the finite element resistivity
modelling in the two dimensional geocelectric conditions

with point sources of the steady current,

Zhou Xixiang (China)
Zhong Benshan (China)
Brynjolfur Eyjolfsson (Iceland)
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1. FUNDAMENTAL RELATIONS FOR ELECTRIC FIELD OF STEADY
CURRENT

1.1 Introduction of fundamental relations

In this book we will only treat the electric field of
steady current. E, U, 33 p and o represent the electric
field 1intensity, ¢the welectric potential, the electric
current density, the resistivity and the conductivity of
rocks respectively. According to the knowledge of electric
field theories, we have the following relations.

The 1intensity vector 1is the negative gradient of the
potential:

E==VU (12131)

The differential form of Ohm's low is

or
J==0VU (1.1.3)

From the conservation of electric charge, the continuity
equation of the current density j and the charge density q
we obtain

L=
el

(1.1.4)

<3
:
|
]
]
o
9

Then we obtain the equation of the potential and the charge

density by joining 1.1.3 and 1.1.4

?-(o?lj}{—q C1414%)

L7

In order to produce the differential equation of the
potential and the current intensity we need to introduce
the Dirac é=function. For example, if we assume an electric
charge distribution e along the x-axix, the charge density
is
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d he
q=~3=lim e
dx Ax=+0 AXx

Let's put a point-charge at x, then the charge density gq
equals to zero everywhere except at the point x, where g
becomes infinite. Assuming

6(x=x,)=0 when x=2x, but ¢ when x=Xx,
and

;" §{x-x,)dx=1

then the charge density at each point along the x=axis can

be written as
g=ed8(x-x,4)

In three dimensional problem, we put the point charge e at

(xo) ¥You 2,), then
q=e(t)o(x=x,)8(y~yo)é(z2~=2,)

In term of the definition of the electric current intensity

I=-—
ot
S50

9q
:-E-"IG(X‘XO)ﬂi(Y*yoJﬁ(Z"ZO)
]

Formula 1.1.5 can be written as
Ve(oVo)==I5(x=%,)6(y=yo)6(2~2,) (1.1.6)

where (X,,Y¥0s2,) are the coordinates of the point source.
This is the fundamental differential equation of the
resistivity method.

For homogeneous medium, o is a constant and then 1.1.6
simplifies to Poisson's equation
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I
VEU===§(x-%X,)6(y~y,)6(2~2,) {1:1:7)
0

With no source, 1.1.7 becomes Laplac's equation
VZU-O (1-108)

At the interface of two media with conductivity o,, and o¢,,
respectively, the potential and the normal ccmponent of the
current density follow certain boundary conditions. 1In

terms of the continuity of the electric potential we have

U1=U2 (1.1-9)

at the interface. And from the continuity of the current we
have

au, al,
T
on an

(1 +%.:70)

0,

where n is the normal vector to the interface.

If we want to determine specific distribution of the
electric field, i.e. to determine uniquely the solutions of
the differential equation, the boundary conditions given at
the boundary of the research region are needed. There are
three kinds of boundary conditions.

Consider a boundary which 1is far away from the current
source, We can assume

Ulp=o (132
or

Ulpar, (1.1.12)

where f, is known., This is called the first boundary con-
dition or Dirichlet's condition.
The ground is an insulating surface, s0o Wwe have

ol
— )

an
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which 1s called the second boundary condition or Neumann's
condition.

In calculating practice of the finite difference and the
finite element method, we find that further away than some
distance from the point-source, the potential value calcul=-
ated by condition 1.1.11 is smaller, but the values by
condition 1.1.12 is larger than the corresponding analyti-
cal ones. Therefore we may choose a mixed boundary condi-
tion. In faect, at a position which is far away from the
source We always have

C C

U( v Y 9
Xo¥iz) J(x7eyieat) F

where C is a constant, then

U C _ _ U

——®%~——p+sn==~—CO0S 6
gan r?d r

where 06 1is the angle between the radial vector r and the
normal vector n, and

au U
‘T"‘"Y"‘"-O (1.1.13)
gn r

where Y=co0s®. In practice this mixed condition is better
than the first and the second one.

As to the two-dimensional problem with line source, 1.1.0
can be simplified as

d gl o g
—(o=—)+—(o0—)==16(x"Xo)6(2-2,)
X 9x sz 0z

Here we assume that y is parallel to the line-source.

1.2 The problem of two-dimensional gecelectric structure

with point-source

Suppose the y-axis is parallel to the geological strike,
thus there is no change of geoelectric parameters in the
y-direction. That is
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o
—[o(x%x,y,2)]=0
day

then formula 1.1.6 becomes
Ve(o(x,2)TU(x,y,2)]l=-16(x-%x,)8(y~y,)6(z=2,)
(1421

In order to simplify the calculation we wuse the cosine
Fourier transform

p(x,k,z)=/%U0(x,y,z)coskydy 61 . 8729

where Kk is the wavenumber. It transforms the three-dimens-
ional potential in space (x,y,z) into two-dimensional
transformed potential in space (x,k,z).

We transform both sides of 1.1.5 by 1.2.2. Consider the
left of 1.1.5, we have

Ve(oVU)=VaVU+0V2U

dgu gl oo ol 92U 82U 92U
W st —— _+U( At

ax 3x 23z oz ax? 3z

2

Transforming this expression, we can interchange the
sequence of integration and differentation in the first
three terms because they are done to different variables.
And we use the differential theorem of Fourier transforms
for the last term. Arranging the expression we obtain

Transforming the right hand side of 1.1.5 and using

o =iky 1
Joo(y)e dy=§

we obtain

- . b1
V-(cV@)-k“oga-Eﬁ(x-xu)é(z-zu) (15 2,%)

or
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Velo(x,2)Vol(x,k,2)l~k20(x,2)6(x,K,¥)

I
awenf (XX )8 (2%2Z0)
2

This 1is the fundamental differential equation that the
transformed potential ¢ follows under the condition of
two-dimensional geoelectric structure with a point source.
It is independent of y. Also ¢ is only a function of x and
z therefore the original three-dimensional problem de=
scribed Dby 1.1.1 1is simplified as the two-dimensional
problem described by 1.2.3. In equation 1.2.3 k appears
only as a parameter. We choose several Kk values for
calculating ¢. Then we get several ¢ values at each
measured point. Each time 1in the calculation k is a
constant. And finally we obtain the values of the potential
U(x,y,2) through inverse Fourier transform which is done to
9 gained by the different k's.

2 w
U(x.y,z)-—fﬂq(x,k,z)ooskydk (1 .2.4)
T

As to the boundary conditions we prefer the mixed boundary
condition. A form which is similar to 1.2.3 can be deduced.
We know that in space (x,y,2) the electric potential of the
point source and the secondary field are inversely propor-

tional to the distance, that is

c
U(K,Y,Z)=—
; 4

where r=y/(x2+y2?+22) is the distance from the point source
to the surveying point. C is a constant. Transforming both
sides of the expression by 1.2.2 we obtain

p(x,k,2)=CK,(kr) (1+2.5)
Where K, is Bessel function of order zero,

r=V(x%+z%)

and
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d¢
——==CkK, (kr)coss (1:2,6)
on

where & is the angle between the radial vector r and the
normal vector n. K, is Bessel function of order one.
From 1.2.5 we get

_°
Ko (kr)'

substituting for €C is 1.2.6 we obtain

3¢ K,(kr)
—_—k

— 00S8=0
on Ko (kr)
or simply as
I
—+‘;'(i,=0
an
where
K, (kr)
YsK———C0356
K, (kr)

We can also obtain the second boundary condition when r
equals to zero and the first one by using 1.2.5.
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2. VARIATIONAL METHOD

The mathematical basis of the finite element method is the
variational principle. So we introduce first the
variational method.

2.1 Funectional and variation

The variational method is a method for studying functional
extremum. In fact the functional is a extension of the
function concept and the variation is a extension of the
differential concept, In mathematics the concept of
funetion is well known. Assuming x stands for the independ-
ent variable and y stands for the dependent variable, the
function can be expressed as

y=y(x)

There is a corresponding relation between x and y, that is,
every value of x corresponds to some value of y. So we call
that y is a function of x.

If J is a function of y, i.e. there is a corresponding
value of J for every value of function y. In that case we
call J a functional of y(x), expressed as

J=Jd[yl=d[y(x)]

It can be seen that functional is different from a general
function., Its independent variable is a function, i.e. the
functional is a function's function. And one must notice
that here the dependent variable J is a real value.

In order to have a concrete understanding of a functional,
we give a simple example. Assuming there are two points A
and B on a plane, we want to find the curve joining A and B
with the shortest distance (apparently it is the straight
line Jjoining A and B). This problem can be expressed
mathematically as follow. Making a wilful curve y=y(x),
which join the points A and B, the differential of the
curve is (see fig. 2.1.1)
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ds=v((dx)*+(dy)?).

So the length of the curve is

J-fids=iif((dx)2+(dy)2)=fx2/(1+(y')‘)dx [2s8e1)

X,

Where y is a function of x, but the length of the curve J
is a funection of y, so call J[y(x)] a functional. The
problem of finding the shortest curve is finding a function
y=y(x) with the boundary conditions

yi=y(x,) and y,=y(x,) (2.1.2)

such that the functional 2.1.1 is minimized.

Now wWwe discuss the concept of the variation of the func-
tional argument and the variation of the functional.
Suppose the 1independent variable y(x) to be a function
y,(x), the increment variable y(x) on y,(x) would be the
difference between the two functions y(x) and y,(x):

dy(x)=y(x)=y,(x).
The increment d&y(x) of the argument y,(x) is called the
variation of argument y(x).
If the increment of the argument of the functional J[y(x)]
is 8y(x), then

AJ=Jd[y(x)+8y(x)]1=-d[y(x)]
is the increment of the functional. 4J can be expressed as

AJ=L[y(x),6y(x)]+a (2.1.:3)

where L[y(x),6y(x)] is homogeneous linear as to 8y(x), that
is

Lly(x,6y,(x)+6y,(x)]=Lly(x),6y,(x)]~Lly(x)+8y.(x)],
and

Lly(x),x8y(x)]=aALly(x),0y(x)]
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is a higher order infinitesimal when ¢y(x) is an infini-
tesimal. Then we call L[y(x),8y(x)] the variation of
Jly(x)] at y(x) and write it as 6J[y(x)]. So we have

Ad=6J+au

Therefore the variation of a functional is the linear main
part of the functional increment. This is a definition of a
functional variation. Now we introduce another definition
as follow.

Given a functional J=J[y(x)], we consider the value
Jly(x)+tdy(x)] which the functional takes at y(x)+tsy(x).
In terms of the previous definition, if the functional has
variation in the sense that the main part of functional
increment is linear, we have

AJ=Jd[y(x)+tdy(x)]=dly(x)I=LLy(x),téy(x)]+*a

Thus
d Ad
—{Jly(x)+toy(x)]}=1lim — o I '
3t t+0 t

where L[y(x),téy(x)] is linear in éy(x), so
Lly(x),tdy(x)]=tLly(x),8y(x)]

and

G
lim —=0.
t+0 ¢

m
0
830 the variation of a functional J[(y(x)] at y=y(x) equals

the derivative of the functional Jly(x)+téy(x)] with
respect to t when t=0. That is

d
6J[y(x)]=E{J£y(x).téy(x}]}|t.° (2.1.5)

Now we discuss the extremum of a functional. We have
mentioned above that the variational method is a method to
study the extremum of a functional. As to the functional
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Jly(x)], if we have y,(x), making all y(x) in the region
where y exist satisfy the condition.

Jlyo(x)1sdly(x)] or Jly.(x)J2dly(x)]
We say that J[y(x)] takes minimum (or maximum) at y,(x). If
only y's close to y, satisfy the condition, we say that
Jly] takes local minimum (or maximum) at y,.
If the functional J=J[y(x)] has variation and takes minimum
or maximum at y,(x), the first order variation at y,(x) is
5J=6J[Y°(X)J=0 (2.1.6)
The relation is the necessary condition for J[y(x)] to take
extremum at y,. The function y=y,(x) is called the extremum

function (or extremum curve).
Practically if J[y(x)] takes extremum at y, and

y(x)=y,(x)=8y(x)

we obtain
Jly(x)]=dly,(x)+téy(x)]

for any t. When y,(x) and 6y(x) are fixed,
Jly,(x)+téy(x)I=9(t)

is a function of t. As J takes extremum at y,, ¢(t) takes
an extremum when t=0, i.e.

3
EEJ[yo(x)+t5Y(x)]|t=u

So we have

0J=LLyo(x),0y(x)]=0

The extremum problem of the functional

J[y(x}]ﬁi‘F(x,y.y')dx (2.1.7)

1
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under the boundary conditions

yi=y(x,) and y,=y(x,)

is discussed as follow. In terms of the definition above
the increment of the functional 2.1.7 is

AJ(Y)-Isz(x,y+5y,y’+dy')dx-!x’F(x,y,y')dx
%5 X,

-Ii*[F{x,y+5y.y'+6y')-F(x.y.y')de.
1

By Taylor expansion

oF aF
F(x,y+6y,y'+dy')-F(x,y,y')=—3dy+
3y 3y

6yl+a|

where o' is a higher order infinitesimal, we get

F X,
'Gy']dx+f a'dx
y

The first term of the expression 1s homogeneous linear in
§y, the second one 1is a higher infinitesimal. So the
variation of J(y) is

T I
Ad(y)= Ty
X, 9y ay!

dy 'Jdx (2.1.8)

It should be pointed out that the variation of a functional
is caused by 6y. And 6y is given by

Sy=y(x)=yo,(x)

for any certain x. Thus we can regard x as a constant in
the variational calculation of the expression 2.,1.8, and
Yo(x) is an extremum curve, y(x) is a curve very close to
i (%3

According to the formula of integration by parts

X2 X X,
J uv'dx-uv] =/ wvu'dx
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the second term on the right hand side of 2.1.8 can be
written as

X, oF oF Xy X3 d _@F
Sy'dxs= sy (x) |
x,0y' oy X, ¥, dx oy’

I

using the boundary conditions we have

8y(x,)=0 and 8y(x,)=0

Thus the first term on the right hand side equals to zero.
So 2.1.8 can be written as

X, oF d OF
8d(y)=f " (—— -
X, dy dx ey'

Joydx.

For any ¢y to satisfy the necessary condition of extremum

AJ(y)=0

we get

JF d 9oF
— — -——-—Ho (201-9)

dy dx dy'

This expression 1is called Euler's equation. It 1is the
necessary condition that the functional 2.1.7 takes an
extremum.

By solving the differential equation 2.1.9, we obtain
infinite extremum curves. Substituting boundary conditions
into it, we can obtain the unique extremum curve at last.
So the extremum problem of the functional c¢an be boiled
down to a solution of corresponding differential equation.
For example, in the functional 2.1.1

Fix,y,y')=/(1+(y")?)
So the corresponding differential equation is

3F 4 oF d y'

— e —— =

dy dx 3y' dx Y(1+(y"')?)
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Of course, it is very easy to solve this differential
equation. Integrating according to X3 we get
y'=C,¥(1+(y')?)). Simplifying it we get the equation y'=C,.
Integrating again we obtain y=C,x+C,, where C,, C, and C,
are constants. Substituting the boundary condition 2.1.,2
into the expression, we obtain

V.—¥
C,= : ‘xl
X=X,

and

hence

Yz2=Y,
e A

(X<%q Y+ g

This 1is the equation for a straight 1line. That is a
straight line is the shortest distance between A and B.

In mathematics, we can prove the opposite that the solution
of a differential equation can be boiled down to find a
extremum of a corresponding functional. Thus the extremum
of a functional and the solution of the corresponding

differential equation are equivalent.

2.2 One-dimensional finite element technique

All geophysical problems are of course two-dimensional or
three-dimensional problems. But for showing the fundamental
method of the finite element technique, we will first
introduce the one-dimensional finite element method.

Generally c¢lassical variational solution is to boil down
the extremum problem of a functional to the solution of the
corresponding differential equation. But the finite
element technique transforms the solution of a differential
equation into the extremum problem of the corresponding
functional. This is because the solutions of some differ-
ential equations are very difficult or impossible to obtain
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analytically, sc one has to establish first the correspond-
ing functional, then through discretization and interpol-
ation get an approximate minimum solution of the functional
which satisfies given boundary conditions with numerical
methods.

For example, finding the solution of the ordinary differen-
tial equation

y''!'=1 (224510
under the boundary conditions
y(0)=0 and y(1)=1

The analytical solutions of this equation can be obtained
easily. Integrating 2.2.1 twice and substituting for the
boundary conditions, we get

ywlx“+lx {2:2s2)
2 2
Here we will use the finite element technique to find an
approximate solution of the equaticon 2.2.1. First, find the
functional expression which corresponds to the differential
equation. Assuming

1
F(x.y.y')?(y'ﬂw

substituting it into Euler's equation 2.1.9, we have

oF d oF

gy dx dy'

=1-y''=0

This is just the differential equation 2.2.1. Thus the
corresponding functional is

11
J(y)wfo(z(y')2+y)dx (Re2+3)

Now, we will use the finite element technique to find the
extremum of the functional which satisfies the boundary
conditions,

The first step, simply using equal dividing points
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xo-O, X;-----sxi..,xi+1,...-,Xn

the interval 1is divided into n subintervals. These points
are called nodes and every subinterval 1is c¢alled an
element. The length of the i-th element is

1
¥i»&i~t=h==
n

The function values y(x) at the ends x, and X of the
interval [0,1] has been given by the boundary conditions.
But the function values at the nodes inside the interval
are to be found. So we transform finding the solution of a
continuous function y=y(x) into finding the values of the
function at the nodes. This is called the descretization
treatment.

The second step, assuming the function y=y(x) is linear
within every element (see fig. 2.2.1). The smaller the
element, the assumption is closer to the true. Inside the
i=th element the function yj(x) and its first derivative

yi(x) are
Yi(x)=1£:%l:l(x-xi-1)+Yi-1
and
yi(x)ari it

This is called linear interpolation.
The third step, dividing the integration 2.2.3 1into the
integrations of each element. The integration of the i-th

element is

xi 1
{;[Yi(x)]2+Yi(x)]dx

Xi 1 K
Ji(y)=J [—(y'(x))*+yldx=]
2 4 s |

1=

We substitute the expressions of yj(x) and yl(x) into the
funectional, After integrating and arranging it we obtain
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1 h
Ji(y)-;;(yi—yi—1)2+3(y1+y1-13 (2.2.0)

Thus it can Dbe seen that Jj(y) only have to do with the
values of the function at the ends of element (i.e. the

nodes Xj and xj-1). It can be written as

Ji(y)=di(yi,yi=1)

Making the sum of the integrations over all elements we
obtain from the integration 2.2.3

11 n n
J(y)=S(y++y)dx= £ J - J =
6 2 jeg i (y)= L Ji(yi,yiz1)

Thus it is shown that J(y) is a function of the values yj

at nodes xj (i=1,2,...,n-1) inside the interval. We write
it as

J(y)'J(Y1’YQ’|||a|yn-1)
We can regard J(y) as a multivariable function of variables

Yis» Y20 ooy ¥Yn-1.
The forth step, writing out the linear equation which the

variables y,, ¥,s +-..» ¥p=1 satisfy. That the functional
J(y) takes extremum is equivalent to that the multivariable
funetion J(y,,¥2...,¥pn-1) takes extremum. It is well known

that for a multivariable function to take extremum, it has
to satisfy the condition

J(Y 1 s¥20e0e0s¥n=1)
9y i

0 i=1,2,40es,n~1

Because yj only appears in Ji(yi,yi=1) of the i-th element
and Jj+1(yi+1,yi) of the (i+1)-th elements we have

3J(Y14¥2s0ees¥n=1) 3J1(yi,yi=1) 8Ji+1(yi+1,y4)
Iyi ayi oyi

0

(2.2 .58)

Similar to 2.2.4, we have
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1 h
Jist1(yi+t .yi)=z(yi+1~y1)"+-2'(yi+1+yi)

Taking the partial derivitivs of the expression 2.2.4, and
substituting them into 2.2.5, we obtain

W Ti-tgyinyied
¥y h

=0

If the interval [0,71] is divided into four elements i.e.
n=4, n=1/4, x,=0.25, %x,=0.5, x;=0.75 and with the boundary
conditions y,=0, y,=1, we obtain from the expression a set
of equations.

= L(o+2 ) :

e— N +2Y 1Y —=)

0y, R

i 4 ( 2 ) : 0
= Y *t2Y .Y o

37 s 1 2"¥a /%]

i L( 2 1) 1

—_— - + - +—=()

e Ya*el¥s "

After arranging we get

2y,"Y. el

16

1
“¥.1*2¥:"Y; ='Tg

15
“ya.*2Y, "TE

The fifth step, solving the 1linear equation system, we
cobtain

y1=0.15625’ )’2'0-3751 )’3=O.65625

Subgitituting x=0.25, 0.5, 0.75 into 2.2.2, we have the
correspondig exact solution as
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y(0.25)=0.15625, y(0.5)=0.375, y(0.75)=0.65625

There 1is no error in this example. We can divide the
interval into more subintervals, but then the work load
will increase.

In general, when we use the finite element technique to
find the solution of one-dimentional differential equation
with ©boundary conditions, we mustfirst establish the
functional expression which is equivalent to the different-
ial equation. Then we transform from solving the different-
ial equation into solving the extremum of the functional.
Next, we divide the interval into many small elements. Then
Wwe do a linear interpoclation of the function inside every
element as well as integration of the functional. Finally
we sum the integrations over all elements such that we
transform the functional of a continuous function into the
functional for the values of the function at the descrete
nodes. In terms of the necessary condition that a func-
tional takes extremum, we obtain the linear equation system
which the value of the function at every nodes satisfies.
Solving the equation system, we obtain the values of the
function at all nodes. Then these discrete values of the
function are the approximate solution of the differential
equation.

The basic method of the finite element technique to solve
two-dimensional or three-dimensional partial differential

equation with boundary conditions are the same.

2.3 Two-dimensional variational problem

At present the two-dimensional forward problem of geo=
electric survey is a very important one. Its corresponding
equation is Helmholtz's equation (it is easy to reduce it
to Poisson's or Laplace's equation) under the first, the
second or the third boundary condition. In mathematics,
these are all elliptical partial differential equations,
Thus here we discuss the variational problem in touch with
two-dimensional elliptical equation. First, we discuss the
equivalence of the boundary problem of elliptical equation
and the corresponding variational problem.
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In geoelectric surveying, the elliptical differential
equation which +the target function (e.g. +the electric
potential and so on) satisfies in the research region D is

g oU o aU
LU=s=—(a—)==——(a—)+8U=f (2.3.1)
X d8X 9z 0z

And on the boundary T of the region D (I is a sealing curve
which is smooth segment by segment) the function satisfies
one of the conditions listed below:

U‘rrO (the first boundary condition) (2.3.2)

U
E;'r-ﬂ (the second boundary condition) (2.3.3)
3U
(3;+Yu)lr=o (the third boundary condition) (2.3.4)

In the above expressions, U=U(x,y) represents the target
function which we want to find, o, 8, Y and f are functions
of x and z, demanding 0, B20, Y20. Equation 2.3.1 1is
also called Helmholtz's equation.

In mathematics it can be proved that if a function U=U(x,y)
is the solution of the equation LU=f (i.e. 2.3.1) under the
boundary condition 2.3.4 (or 2.3.2 or 2.3.3) the function
U makes the corresponding functional

J(U)=(LU,U)=~2(f,U) €238

to reach minimum, where the parentheses mean the inner
product, it is defined as

(¢.¢)=I£¢vdxdz.

Vice versa, if U makes the functional J[U] to reach
minimum. U is the solution of the equation LU=f under the
corresponding boundary condition. That 1is to say, the
boundary value problem of Helmholtz's equation and the
variational problem of the quadratic functional is equival-
ent.
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Here we will not give a stringent provement of this but
only from the derivation of formula explain their equival~
ence. First

(LU,U)-I&ULdedz

0 P d d
==[[U[—(a—)+—(0o—) Jdxdz+//BU*dxdz
D ¢6x o0x 8z 02 D

As
d a0 @ al el
U= (g=—) ==—(alU—)=0a (—) 2
gxX 9x 9x ox ox
and
b au d aU ol
U—(a—)=—(aU—)=a(—)?
92 02 ¢2 dz 0z
we have

du ol d el U aU
(LU,U) =S {al(—) 2+ (—)*]*—(aU—)=—(aU—) }dxdz
D ox 02z o X 6xX dz 8z

+f65U2dxdz

In terms of Green's theorem

dZ ¢X
JJ(=—=+—)dxdz=06(Zdz~-Xdx)
D 9x @z

the last two terms of the integration can be written as

] aU ) oU
J/[—(aU—)+—(aU—) Jdxdz
D 8x X 02 9%

ol aU

=0 U—dz-alU—dx
rle ax i /z ]

From Fig. 2.3.1, it can be seen that
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gU au gl dz sU dx
aU—~dz+aU——dx=aU(—- —=— —)ds
9X 8z ox ds oz ds

2y

oU ol aU
aU[*—cos(n x)+—cos(n,z)]ds=aqU=—ds
X 8z an

Hence

ol & ou oU
II[—-(aU——)+——(uU——)]dxdz=¢rau——ds
ox ax 9z 0z

Substituting for the third boundary condition, we obtain

g O ke LI L 6
s (Gl immf i —) ldxdz=- YU?
D o9x 0x Z 0Z l'a as

where ds is a small segment on T, n is the direction of the
outer normal of this segment. Therefore

J(U)=(LU,U)=2(f,U)
au oU
=/J{al(—)2+(—)2]+pU2-2fU}dxdy+braYU2ds (2.3.6)
D ax 9z

In fact, because J[U] is a quadratic functional, we can
find its first order and second order variation. Assuming
6U(x,z) is a increment of u(x,z), we have

, a(u+su) 3(U+su)
JLU+sUT=JJ{al( J R )2]+p(U+sU)2
D 8 X 8z

-2f(U+6U)}dxdz+druy(u+ﬁu)2ds

dd U 98U a6
+

00X

au al
=/ {a[(—)2+2(—)(
D 0x ox

~2fU-2f6U}dxdz+0 [ qY2UsU+a¥(8U)2]ds=J[U]+6J+1/252J

where
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aUu  géu ]

sU
ad= 2f [a(*—}( )+u(——)( Y+BUsU~-fsUJdxdz

+26rqvUsUAdUds (2.3.7)

)2+(

§2J=2/ 61&[( )]+8(6U)2]d362+2¢raT(6U)3

The necessary condition for the functional 2.3.6 to take

extremum is
6J=0,

but 0, B20, Y20 and &8U=0 so 6%*J>0. Thus the sufficient
and necessary condition that the functional 2.2.6 reach
minimum is 6J=0 and §2J>0.

Now we rewrite the first order variation &8J using

ol s8U 9 aU o ou
Gy =—(aéU—)~§U—(a—)
3x 9xX 99X ox ax o9x
and
o0 380, 3rosudVyasud _(a2Y)
02 02 0% dz 3z 0z
50
¢ oU 9 oU g o 3 o
oJ-EII{[-‘-*(x——)"——(u——)J0U+—-(u6U—-)+—"(a6U——)
D X 09X o6z 3z X aXx 0%z oz
+*20 YU BUdS
oU

=215(LU‘f)6dedZ+2¢radﬁj;ds+2éraTGUds
(2}

au
EIg(LU*f)ddedz+2épa(E—+yu)ﬁuas
n

As U is wilful and «>0, so from éJ=0 we can derive
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su
LU~f=0 and (—+YU) | =0 (2.3.9)
on

This is the solution of the third boundary value problem of
the equation 2.3.1.

When J=0, the second integral term vanishes. It can be seen
easily that 6dJ=0 corresponds to find a solution of the
differential equation under the second boundary condition,
l.e.

ol
an

LU=f=0 and

| p=0 (2.3.10)

As to the first boundary value problem, as there is no line
integral term in the functional 2.3.6, and we consider that

GUIP-O. So we have

6J-2I£(LU-f}6dedz

The minimum function U(x,y) corresponding to &J=0 is the
solution of the equation under the first bocundary
condition.

LU~£=0 and Ulpao (2,3.11)

In the above discussion the case is that when we find a
funetion which causes the functional 2.3.6 to reach
minimum, the boundary condition is satisfied automatically
by the minimum function and need not to be listed as a
condition for determining the solution. Such boundary
conditions are called spontaneous boundary condition.

But the first boundary condition, in both the variational
problem and the boundary value problem of the differential
equation, must be listed as the condition for determining
the soluticn. That is to say, the extremum solution has to
be found in the functions which satisfies this boundary
condition. This kind of boundary condition is called forced
boundary condition.

The discussion above fits with homogeneous medium, so there
does not appear physical property papameters of the medium
in the formula. When the medium is inhomogeneous we must
consider the influence of the separating surface between
two media and there will appear physical property para-
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meters of the media in the formula. HNow we take the
electric field as an example.
In terms of the electro-magnetic field theory, on the
separating interface between two conductive media, the
electric field must satisfy two conditions:

1) the electric potential is continuous, i.e. U,=U,

2) the normal component of the current density 1is
continuous, i.e. jyp=j,n or

where p,, p, are the resistivities of the media, n is the
normal to the interface, pointing from medium 1 to medium
2

Now there is given a distribution of the two media in Fig.
2.3.2. As to the Laplace equation of the first boundary
condition and considering a=o0=1/p, we write the correspond-
ing functional

1_ aU au
JLUJ=/] =[(—)?+(—)?]dxdz
D p ox 0z

il oU ou 1 sl al
= —[(—)?*+(—)?]Jdxdz+f] —[(—)2+(—)*]dxdz
D, p, 9x 0z D,p, ox gz

where the region D is made of the regions D, and D,, and
p=p; in D,;, p=p, in D,. The variation of the expression is
written as

1 3% 32%U 1 3?%U a%u
JLUTm] ) —={ ot JsUdxdz=JJ —(—F+—7)éUdxdz
D, p, ox* 9z? Ds 0z ox%* 9z
19U 1 U 19U 13U
+] 6U— —ds+/ §U— —ds+) 3U— —ds+/ 8U— —ds
'y p, 3n ', p, én Piz py 9n r{.: p. 2n

The normal of the separating interface points to the medium
2 from the medium 1, so the last term of the expression is
negative. On 1interface T,,, because the potential is
continuous, the variation of the potential in medium 1 must
equal to the variation of it in medium 2, i.e.
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oUlrt,=eulrt,

And because the normal component of the current density is
continuous, the last two integral term offset each other.
S0 wWwe obtain the variation of the corresponding functional

ILU] . (azu SZU) . r;1 (azu a2u
J W= + dUdxdz-/J/— ¥
P ox® 3z D ps @x% 0gt

yaUdxdz

. 18U 1 38U
+Jr:3U;— E;ds+frzaU;“ aqds
1 2 @

d2U BZU)6Ud — 1 U
+ xdz+fpyy— —
9x?* gz*? I‘dup ands

1
==/
D p

where [I'=I',;+I', only involve the outer boundary, it does not
involve the separating interface of the media.

Through the above analysis we know that if the functional
expression involves physical property parameters, the
variation of the functional has nothing to do with the
separating interface and only has to do with the outer
boundary. In the process of the functional taking extremum,
the boundary condition on the interface will be satisfied
automatically. So this condition belongs to the spontaneous
one.
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3 THE FINITE ELEMENT TECHNIQUE FOR HELMHOLTZ'S EQUATION

As mentioned before, the transformed potential from a point
source in the two-dimensional resistivity problem can be
described by the two-dimensional Helmholtz's equation
1.2.3. Therefore it is of great importance to apply the
corresponding finite element method in the digital modell-
ing of the geoelectric survey.

We know, that the solution of the two~dimensional
Helmholtz's equation

a a0 @ au
LU==—(g=—)=—(a—)+8U=1 (3.0.1)
0X ©oXx dz 9z

with the third boundary condition

(aU+YU|)
™ r=0 (3.0.2)

corresponds to the function which minimizes the functional
) oU oU
J(U)-fﬂ[a[(s-)2+(E—)2]*BU2“2fU}dde*dru¥Uzds (3.0.3)
X z

In the formula above, U is the target function, D is the
research region and T is the boundary curve of D.

3.1 The deduction of the coefficient matrix

When we use the finite element technique to resolve the
minimum of a functional, the procedure is the same as that
of the one-dimensional finite element technique which has
been studied in the former section., In domain D, a simple
triangular subdivision is used. At the boundary we use an
edge of the triangular element to fit the curve approx-
imately., It is not allowed for the edge of a element to

cross the interface of two media and and alsc to a
corner of any ¢triangle appear at an edge of another
element. It should be avoided to wuse a very sharp

triangle., It is needed toc use more elements in the region
where the target function U have big variation.
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The corners of the elements are called nodes. The mesh
consists of all elements and nodes. The number of each
element and node is given by a certain order.

Suppose the numbers for the corners of a triangular element
are i, j, and m in the anti-clockwise direction (see Fig.
3.1.1). The relevant coordinates are (xj,6 zj), (xj,zj) and

Xm,zm), and the values of the function U are Ui, Uj, and

Un. We want to find the values of the function U at all
nodes in domain D, except the nodes at the boundary where

the first boundary condition is used. Therefore the problem
to find the solution of the continuous function U(x,z) is
reduced to the problem to find the function values at the
nodes.

Suppose the elements are sufficient small and the function
is linear in the elements. We have

U=8,+B,Xx+Rs2 {31 ¢1)
At the three corners of the element.

Ui=B,+8,.xi+8 21

UJ-B.+BQXJ+BEZJ

Un=8,+B,Xm*B s2m

We solve the linear equation system by Cramer's rule and
get

D, 1

B;'E";E(31U1+aJUJ+amUm}

D, 1

B, w4 U i+bmU
e 24 iUi+bjUj+bmUm)

Ba=gm=57(Cili*e U +enUn)

where



dj=xjzm~xmzj,

8j=xmzi-xizm,

Ap=xizj-xjzi,
and

D1

bi=zj~2zm,

bj-Zm‘Zi,

bm=2i-2j,

Um

37

Xi 21
Xj 2j
Xm Zm
xi Ui
xj Uj
Xm Um
ci=xm=Xxj
Cj=Xxi=xm
em=xj-xi

A.Eng(bicjwbjci} is the area of the element

substituting Bis» Bzs B

166 31ty

we

have

1
U(x’z}=EE[{ai+bix+ciz)Ui+(aj+be+cjz)Uj+(am+bmx+cm2)um]

or

U(x,2)=Nj(x,z)Ui+Nj(x,2)Uj+Nm(x,2)Un  (3.1.2)

where

1

N'-_'_
1%9i

(ai+bix+ciz)

1
NJ:EE(aJ+be+cjz)
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1
Ng=——(am+bmx+emz)

24
which are called the shape functions,
In order to calculate the value of the functional in the
triangle, it is necessary to calculate the first derivative
of the function U, from 2.1.2, We have

U oNj ONj  ONm

-

X ox ox Jax

Um

U Wi CLRMCLLY
— + .
9z dz i 0z Jaz 2

where

Wy _bi aNj _bj Nm_bm
gx 2A ax 24 ax 24
My o1 aNj _cj dNm_cm
0z 2A dz 24 dz 2A

Regard the domain D of the integration for 3.0.2 as the sum
of every divided triangle, that is

J(U)=Ldg

where Jg is the functional in a triangle element e:

au au
Je=/{al(—)2+(—)2]+8U%-2fU}dxdz+bravU2ds (3.1.3)
A dx dz

Assuming that v g and Y are all constants, so they can be
moved outside the integral. If the element e is in the
domain D, the second line integration term equals to zero.
If an edge of the triangle element e is at the boundary,
the line integration must be calculated. For making our
research general there is no harm in assuming that an edge
of the element e is at the boundary of the domain D,

Deriving the target=function U 1is our object. If the
functional J(U) is minimized, according to the necessary

condition for a minimum, we have
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dd
——=0, Timios 25 % 5 5 g dig) (3.1.4)
dUl

where 1, is the sum of the nodes in D. In order to derive
the concrete form of the formula, we differentiate formula

3.1.3 with respect to Uj, and assume l=i first.

Ll T LR LT LR B LR Ty L
Ui & 3x 9Ui ox 0z oUi dz Ui Ui
5U
.1.
U; (3 5)

From the expression of §U/4dx and 2dU/3z which have been

derived before, we obtain

E__ EE ! 9 (EE) oNi
ol ax ox 5Ui{ 3z 8z
Hence
au 3 al al oN 5N aN aN aNi
— () e a2y S S
ax Ui 3x ax 0Ox ax ax ox ax
Di bi bj
=—(—=Uy — Ui+b +b u
24 24 25UJ Um) ua’cbf 1*+b1bjUy*oibnla)
Similarly

1
- FUT(?E)-ﬂET(chi+cichj+cichm)

From 2.1.2, we get

ou " ol
N T and U=—=(NjUi+NjU3+NmUm)Ni
aUj Ui .

Putting these terms into formula 3.1.5 and considering that

Iﬂdxdz=6
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then after the function in brackets of formula 3.1.5 has
been integrated, we get the first integration term of 3.1.5

o

EE[(bei+bibjUj+bimem)+(chi+ciCJUj+cichm)]

o
=;E[(bf+cf)ui+(bibj+oicj)Uj+(bibm+cicm)Um]

The second integration term of 3.1.5 is
J{2B[Nfyi+N{NjU +NiNmUm]dxdz

Using the following expression (as proved in appendix of
the paragraph)

- A
fiNi(x.Z)Nj(x.z)dxdz-TE(1+ﬁij)

where
6ij=0 when i=J
6ij=1 when i=j

we obtain

- 3u (24 A A BA
JT2pU=—=28(—Uj+—Uj+—Un)=—(2Ui+Uj+Um)
A 9Uy 12 12 912 6 .

The third integration term is a field source term. We know
that f has only two possible forms. That is =0 when there
is no field source in the domain, otherwise f=1/26(x)6(z)
in our problem, Therefore, the term can be written as

ou
J/2f——dxdz=/ 16 (x"x,)8(2=2,)Njdxdz
A oUj A

We consider two state. First, point i is a current point,
that is X,=Xj, z,=zij. Applying the defination of the Dirac
6~function and the property of the N function (the proof is
shown in appendix of this paragraph).
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Ni(xi,zj)=1
Put this relation in the integration term, it gives
o

frar
Ay 6U§

dxdz=1I

where Aj is the sum of the elements which are around the
point i. Second, the point i is not a current source, hence
this term must be zero.

A boundary element has a line integration

2aY/ U ds

Uy
where 1 can represent any node. But in boundary element,
the boundary nodes are usually represented by j and m. In

order to get rid of the confusion, we rewrite i as 1 in the
term, that is

2aY/ 2
a by =
rUaulds 1=j,m

we have mentioned that jm is a boundary line segment. To
calculate the term we simply assume that U 1is linear

variable in jm as shown in Fig. 3.1.2.
Hence

U=(1=t)U;j+tup 0sts1
the length of jm is

Si=/[(xj-xm)?*+(zi-2m)?]
Then we have

t=s/s;y,

The line integral term for the point j can be written as
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. a u 1
Zu'meUsE;dS=2aﬁsifn[(1-t)Uj+tUm](1-t)dt

=2aYSj[Uj(S,dt+/t2dt=2/tdt)+Um(/Sotdt=S st 2dt)]

1 1
=2aYsi (';Ujra—um)

Similarly for the point m.

_— au 1 1
o mUT—ds=2aYsi ("Uj+=Um)
J oUp 6 J 3

We have discussed the formula for calculating

0dg
— (i
aly

.e, where 1=i),

When 1=j, l=m, we can get the corresponding formula by
similar method. Now the discussion can be summed as to any
triangle element, the computation of

3J¢
—— (i.e. where 1=1i,j,m).
aUJ

has the form of the following matrix

Eii K4 kij k Ui I
Th 3.x 3 im
elj

- kji  kjj3 kjm = Uj 0

3y

Kmi Km j k = U
3y mi mj mm m 0

(3.7.6)

where the elements of the matrix are

a 1
kii-;z(bf+0f)+§8ﬂ
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1 2

%2
kjja;z(bj+cj)+§ea+§uTsi

a 1 2

km-z(b:ﬁmﬁ) +§3 a+§a¥21

(3.1:7)

¢ 1
kij“EX(bibJ+CiCj)*Eﬂﬁ-kji

o 1
k --_ + — =
im 2A(bibm Cich+6nA kmi
] 1 1

Kjm=——(bjbm+cjem)+TBA+—aYSi=K;
Jjm 2&( jbmtecjem) 65 BG i=kmj

In the formula, it is only necessary to calculate the third
term (including Ysj) for the boundary element. Here the
surface is not involved, because Y=0 on the surface, it is
not necessary to compute the surface boundary term. 3.1.6
is called the element coefficient matrix.

After calculating the element matrix for all elements 1in
the domain D, we sum up all element matrics for each node.
Then we get the total coefficient matrix. The equation
system which corresponds with 3.1.4 is

ki, k:z“"'”;lo U, 0

Kz, kzz"""‘zlo U, 0

. . . . bl (3-1-8)

. . . . 3 the supply peoint
- - - L] 0

K1,: ¥l,a "% O (R 0

where we remove all terms with the current I to the right
hand side. Solving the equation system 3.1.8, we can get

the wvalues of the target function at all nodes U;
(1-1|2|n0010)-
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APPENDIX The geometric meaning of Nj, i, Nm and their

integration

We know that the area of a triangle which has

corners (Xj,zj), (xj,2zj) and (xm,2m) is

T x5 zj

Assuming p(x,z) is any point in &, then

X3 z2j : I % I
di+bjix+ciz= =% +z

Xm 2m 1 Zm 1 Xm

1 X Z

= 1 x‘j zj
1 Xm zm

the three

is twice of the area of the triangle pjm (see Fig.3.1.3) so

(aj+pix+ciz) 24pjm Apjm

N 1 =
i(x,z) 24 24 A

From the expression we have following properties of Nj, Nj

and Np:
Ni(x,z)+Nj(x,2)+Nm(x,2)=1
Nj(xi,zi)=1, Ni(xj,zj)=Ni(xm,zm)=0
Nj(xj,zj)=1, Nj(xi,zi)=Nj(xm,zm)=0

Npm(xm,zm)=1, Nm(xi,zi)=Nm(xj,zj)=0

According to 3.1.2
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1 1

Ni-zz(ai+bix+01z) Nj=37(aj+bjx+ejz)

We regard the formula as a transform from (x,z) to (Nj,6Nj).
Depending on tne properties of Nj and Nj, they transform
the points i, j, m in the plane (Nj, Nj). (See Fig. 3.1.4)
The transform expression for the area of the elements is

BNI BNI
X 982
dNjdNj= dxdz
3Nj oNj
ox dz
i ei
1 1
- dxdz =—-dxdz
ha? 24
bj ey
where
1 xi zi
bi ei
= 1 x Z =24
by ey J J
or
dxdz=2AdNjgN j

then we obtain
fiﬁidxdz-2AI£Ndeide-2AIlNidNiIl‘Nidﬂj

1 N NY 11 B
-2AION§(1—N1)dHi=2A(§-|é-;— 3)-2&(3-3)-3

and

1287 &
ffN - - g, —
4 iNjdxdz 25£IN1NJdNidNJ a(z 3*4) 12
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3.2 Mesh and boundary condition

Usually in our case, the research domain D is divided into
many rectangular element by a set of 1lines which are
parallel to the x-axis and a set of 1lines which are
parallel to the z-axis. The distances between these
parallel 1lines are arbitrary given depending on the
distribution of the geological structures and the topo=
graphy. Each rectangle is divided into four triangle
elements (see Fig. 3.2.2). We will prove later that the
points in the center of the rectangles do not need to be
stored. So we only have to consider that the crossover
points of the two set of 1lines. By using the triangle
element, the mesh can be used easily to follow the shape of
any 1inhomogeneous structure and the topography profile
curve.

Of course, using larger mesh and/or more nodes, we can get
higher accuracy of the computation. But then more storage
and more computing time are needed. So the mesh is usually
with the elements finer in the center of its upper part and
gets gradually more and more gross outwards as shown in
Fig. 3.2.1.

As mentioned before, there are three Kkinds of boundary
conditions., If we use the first condition, we must give the
potential values at the boundary of the mesh. If we utilize
the zero values at the boundary, a rather large mesh is
needed in order to reduce the influence of the inhomo-
geneous medium.

When the potential values at a part of the boundary are
given, we need to rewrite the equation system 3.1.8. We
know that the total number of the nodes is 1l,, and suppose
the number of the nodes at which we want to find the
potential is 1,. Sc the number of the boundary nodes 1is
l,1,. Assuming the boundary nodes are the last nodes (we
do not need to do so in the computing practise), then 3.1.8
is written as
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:‘5).1.1 """31.11 ""3-1.10 3 0
: | : : :
A + % 3 = 0

al;.; """al;.ll oo al;'lo ;io é

Where U° is the given value. In fact, the number of the
unknown potential values are 1,. Removing the terms of the
known values in the equation system to the right hand side
of these equations, we have

1
@1, ****r a;,1 0 v+ 0 U, t:f:+1al,tUE

" L ® . L I-%o U
t-l,+11't g
1,
all'l s 8 8 & @ aliill 0‘ s o0 00 O Ull t‘: 1+1a11|tU£
0 s 8 8w U 1 LR ) 0 Ull"') U:Il +1
) ® 0 1 ¢ 00 ] U11+2 Uol‘.["'?.
[] - 0 1 Ulo Uj.o

In the practical compution we do not need to arrange the
known potential equations to the last part of the system,
we just need to calculate the terms on the right hand side
of the system to put 1 at the diagonal position in the
matrix corresponding to the node at whiech the potential
value is known, and toc put 0 at all corresponding elements
in the row and column of the matrix.
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A. Dey and H.F. Morrison used the mixed boundary condition
in the finite difference method in 1979. Using this
condition we do not need to give values at the boundary of
the mesh. The third condition 3.2 is only suitable to the
homogeneous medium. In inhomogeneous medium it should be
better to put a constant A in the condition, that is

aU
(A—+7U) | pag (3.2.3)
an

The solution of the Helmholtz's equation 3.0.1 under the
condition 3.2.3 corresponds to the function which minimize
the functional

aU au 1
J(U)»If{a[(;—)*+(g-)zJ+BUZ-2fU]dxdz+;6raYU2ds (3.2.4)
X Z

The corresponding element coefficient matrix is

0 0
Jii=7—[bi+ctl+Tk 22
24 3

0 c
Jij-in-EELbibj+cicj]+€k3A
0 0

Jim=Jdmi=—[bibm+cicml+=k 24
im=dJdmi 2d[ ibm+cicm] 5

J 0 v} " Q0
Jj=2é[bj+cj]+3k A+Tsiad

3
J Q 0 0
- L { - = 2 s
jm=dJmj 2£[b‘]bm+c‘10m]+6ok £\.+65j,ai
1 0 0 0
- -y 2 - i
mm 2ﬂ£bﬁ+cﬁ]+3k A+331a1

Now we prove that it is not necessary to store the points
in the center of the rectangles by ¢transforming the
calculating formula to eliminate the potential at these
points. Taking an arbitrary rectangle as shown in Fig
;i Suppose the number of the four nodes are g, h, q,
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p, the center crossover point is a, the 1length of the
rectangle are Dx in x direction and Dz in z direction, the
tringle gap is A,, gah is A,, haq is A, and paq is 4,. The
area of the four triangle is the same.

1
61"ﬁ2=£\3=6~'A=HDXDZ

Their conductivity are o,, 0,, 0, and o, respectively.
According to the formula 3.2.3 and let A=2 the contribu-
tions of the four triangular element to the rectangular
element ceofficient matrix are as follow.

In A,
0, Dz Dx 1 Dz Dx 1
K 3 - — 2 —Y 2 — — 2
hih 2A£(2 ) ( ) 2] 30 Jk2A= °3(20x 2Dz) 057 DxDzk

Similarly, in 4,

Dz Dx 1

o e Wb
hyh=0. (G o0z T 0272

—DxDzk?

From Fig. 3.2.2 we can see that kh,h in the matrix is
contributed by the elements A, and 4,;. Therefore kp p is
the sum of the two expression above.

Dz Dx 1

— e 2
pe————___

kh,h=(02+03)[

Similarly, the other diagonal elements can be written as

" Dz Dx 1
= + m———_ +—DxD 2
B8~ 0 o L v XD 2k ]
i Dz Dz 1
= _ — 2
Pip=Coaro )l pz 120 XD2k "]
i Dz Dz 1
=(0,+0,) [——+——+——DxD zk ?
4, q=(osro ) Lo 1o X2k ]

the four triangle will make contribution to Ka,a
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S0

Dz 1

ka1a=2015;+7501Dx92k2

Dx 1

kafa=20252+TEaszDzkz

Dz 1

kafa=203;;+TanDxDzk2

Dx 1

Ka'a=20,—+——0,DxDzk?
A T

Dx

ka,a=2(oz+ah)5;+(c,+a,)

Dz 1

e + 0. +0 4+
Dx 12(0, 0,%03%0

.)DxDzk?

The non~diagonal elements in the matrix are as follow.

and

¢, Dz | Dx 1 Dz Dx
R T e T T T
‘ Dx Dz 1 ,
L e P T PAPTLE L
" Dz Dx 1
=0, [———-=———4+—DxDzk?
Pra=ou Lo o 2y 0 XP2k "]
. Dx Dz 1
=¢,[——-——+—DxDzk?
L TP TL L L
.Dx 1

Ka ig!kaip="0 JE"‘_O DxDzk -

24

Dz 1

Ka2g=ka?h==0,7"+7T0,DxDzk?

’Dx 24

bx 1

kg fp=ka:p="0 3'5;*"5]0 sDxDzk?

1

— 2
2quDzk ]
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Dz 1

ka:q-ka:p=-oHE;+EquDxDzkz

S50

Dx Dz 1
ka =kal +ka?ps= _— ——+_"{' + )D Dzk?
1E=RA,ETKE R OIDZ Osz 2l Gi1%0, xLz

Dz Dx 1
Ka,h=kalh+ka}h=0,7==0,~=+>r(a,+0,)DxDzk?

Dx Dz 1
ka.p'kaip+ka7p-o15;-0u5;+53(a,+ou)nxnzk2

Dx Dz 1
Ka,q=ka}q+kajq=0,5—=0,>=+77(as+0, ) DaDzk

Now we can write the linear equation system for these five
nodes.

Ka,ala+ka,gUg+ka,hUn+ka,pUp+ka,qUg=ba
where Ug, Up, Up, Ug and Ua are potential values at the
nodes g, h, p, q and a. by, bg, bh, bp and bgq are the
corresponding right hand terms of the system. We use the

Gauss elimination to eliminate Uz in the last four equa-
tions and we get a new equation system:

ka yaUa+ka,glUg+ka,hUh+ka,pUp+ka,qUg=ba
Kg,gUg*kg,hUn+kg,plUp+kg,qUq=bg
Kh,gUg+kh,nhUh+kh,pUp+kh,qUqg=bh
kp,gUg*kp,hUn+kp,pUp+kp,qUq=bp
kq,gUg*kq,hUn+kq,pUp+kq,qUq=bgq
(3:2:5)
Taking the first equation away we obtain four equations

including four unknown values, Ug, Up, Up and Uq. Then
there is no term including a in the coefficient matrix and
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there is no need to store a. But we need to calculate the
elements k' of the matrix according to a set of new
formulae which are simmilar to:

Kg,g=kg,g-(ka,g)?/Ka,a (3.2.6)
the rest is very similar and will not be printed here.
We need to sum up the boundary term for the nodes at the

boundary of the mesh.
For the left hand boundary:

Kg,g=kg,g*1/3+YDza,
Kh'n=kn'n+1/3+YDzo,
Kg,h=kg,h+1/6+¥Dzo,
For the right hand boundary:
Kpip=kp,p+1/3+YDz0,
kg,g=kg,g+1/3-¥Dzo, (34247
Kg.g=kg,g*1/6+YDzo,
For the bottom boundary:
Kn,n=kh,n+1/3+7Dx0,
Kq,q=kq,q+1/3+7Dxo,
Kh,q=kh,q*1/3+YDxo,
From here we know the total coefficient matrix is a

symmetric positive definite and band one. It is shown in
Fig. 3.2.3 (the number of the nodes in z direction is 8)
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3.3 LLT decomposition for solving linear equation system

Because the coefficient matrix is a symmetrie, positive
definite band matrix, we will solve the equation system by
LLT decomposition. The methecd for a band matrix comes from
the following thecrem,

If A is a band, symmetric and positive definite

aij,,o ii'jl)m

where m is the width of the band then there is a real
non=singular lower triangular matrix with the relation

LLT=A (3+3.1)
lij=0 i-j<0

The formula (3.3.1) may be written as

Yoy 1y 1zq *0ee 1p,
123 122 122 e e a lnz
13y 152 133 e lna =
ln, ln, **+*+ 1lnn lnn

a3y 8,2 "t &

Qp, 8y, """ d,n

anl an2 LRI ] ann

The corresponding elements of the two matrices above LLT
and A are equal. We can obtain

kl' =3 i
c=f-gliklik=ai]

or
i
lig=Caij= P likljk)/1ij J=i-m,...,1=1 (3.3.2)

and



54

E 1 = i
o g S BB

ar

i=1
lij=v/(aiji- f 1£k) {%. 5.3
k=1i=m

Changing the equation system

Ax=b
into

Ly=b (3.3.4)
where

LTx=y (3.3.5)

We may solve y first by (3.3.4), then solve (3.3.5) to get
X. According to (3.3.4), we have

1., Y b,
1,, 1,. Ya b,
L1y, 13, 1353 Y = by
1ny ln, *++* lnn yn bn
or
iy = by
IPER SR TR £ = Db,
Loy *lsay2+1;,:7s " b,
ln,¥:*1n,¥,*1lns¥s* **+ lnnyn = bn
S0

i=1
Yi=(bi= { lik)/1ii (3.3.8)
k=i-m

And according to (3.3.5) we have
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iy Loy onve lnl X, ¥a
lag **+* 1np, X2 Y.
® ® 8 o lns xa = Ya
lnn Xn ¥n
or
1+m
Xi=(yi=~ I _lkixi)/lii (3.3.7)
k=1+1

Because the high number of zero elements in the matrices A
and L, it is unnecessary to store all elements. In general,
we adopt the packed storage as shown in Fig. 3.3.1.
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4 INVERSE FOURIER TRANSFORMATION TECHNIQUE

4.1 Properties of potential ¢

Solving the linear equation system A¢=b with a certain k
value, we can obtain the transformed potential ¢ in space
(x,k,2). The potential U in the space (x,y,z) can be gained
from a series of ¢ with respect to different Kk values in
terms of the inverse Fourier transformation. The technique
and precision of this transformation are important parts
which influence the calculating results. Here we mention
the properties of the transformed poténtial ¢ 1in the
wavenumber domain first,

As we know the potential U in homogeneous medium with a
point source of current is

where r is the distance between the source and the measur-
ing point, c is a constant. Using Fourier transformation to
both side of the formula with respect to y, we get

p(x,k,2)=¢cK,(kr) (h.1.1)

where K, 1s the modified Bessel function of order zero.
From (4.1.1) we see that the properties of ¢ are the
properties of K, in homogeneous medium if the constant c is
neglected.

The curves of K, versus kr, K, versus 1ln(kr) and 1nkK,
versus kr are shown in Fig. 4.1.1, Fig. #4.1.2 and Fig.
4,1.3 respectivly.

The curve in Fig. 4.1.1 shows Ky »* when Kkr-»0, K,»0 when
kr+» and 1t is a monotonous declining function when Kkr
increase. There are following approximate formulae 1in
mathematics

2
Kn(kr)nln(;—) when kr-0

and
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m =K
Ke(kp)s=yV(——)e a, (kr) when kr-e
2kr

where

1
+
118kr 2! (8kr)?

= v e 80

Qo (kr)=1~

From Fig. 4.1.2, we see that the curve of K, approximates a
straight line in a quite large range at the beginning of
the argument kr. Then it becomes a concave when kr is
greater than a certain value. The 1lnK, curve in Fig. 4.1.3
in a certain region at the beginning is concave, then it
becomes almost a straight line when kr is larger than a
certain value. So we can consider ¢ as a negative exponen-
tial curve in +the calculation of the inverse Fourier
transformation when kr grows larger.

It is difficult to consider the properties of ¢ for
inhomogeneous medium geoelectric section. Here we Jjust
consider two layer model as an example of inhomogeneous
medium. In this case it is easy to derive the expression of
¢ in the wave number domain.

In the space (x,y,z) the potential U of a point source in
horizontal two~layer medium can be <calculated by the
following formula

I 1 w K
LY RO i ] (4.1.2)
27 r n=1 /(r?+(2nh)?)

U=

where:

r=/(x%+y?) is the distance between the source and
the measuring point.
Klz=pz'91
Pa*p,
p, is the resistivity of the upper layer
p, L8 the resistivity of the lower layer
h is the depth to the interface between
layer 1 and 2

By Fourier transforming (4.1.2), We have
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¢(x.k.z)=I?U(x.y.Z)e_ikydy

Ip, = 1 -iky

e d

2w 0/(x2+y2) J

5 : Kn ? 1 =iky ]
% X d

n=1 '°? ?(x2+(2nh)2+y3) 4

Ip, ® n
B""_"-[Kn(krl}"'z Z KizKo(kr) (qolos)
2 n=1

where r,=x and r,=/(x2+(2nh)?2).

From 4.1.3 we can see that the transformed potential ¢ in
the two layer model is also function of K,(kr), but the
difference from homogeneous medium is only that ¢ is the
weighting sum of a series of K, with different argument.
The weight values depend on the geoelectric parameters of
the model. The curve of ¢ of (4.,1.3) is shown in Fig.
4,1.4. The curves has similar properties with that of
homogeneous medium.

We have calculated some ¢ function in different inhomogene-
ous model by the finite element method. All curves of these
¢ function have similar properties.

4.2 Numerical method for inverse Fourier transform

Usually we use the cosine inverse Fourier transformation as

2
U=—/,pcoskydk (4 ,2.1)
m

Depending on the properties of the function ¢ the following
approximate numerical method is adopted for realizing the
inverse transformation.

First of all as ¢ values decrease rapidly with the increm-
ent kKr, the infinite integration interval can be replaced
by a finite interval, for instance [0O,ky], without serious
error. Then 4.,2.1 can be written as
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U=s—S, ¢coskydk e 2 2
m

The second, the interval [0,kNy] is divided into many
subintervals and the integration in the interval [0,ky] is
replaced by summing up the integration in the subintervals

2 k 2
=/ M pcoskydk== kai
T 71 kj

Tlicoskydk (4.2.3)

The third, as we mentioned above, we know from Fig. 4.1.3
that ln¢y becomes a straight line as kr is greater than a
certain value. S0 the ¢ function 1is considered as a
negative exponential curve approximately in the main part
of the integration interval for simplifying the calculation
of the integration.

Suppose N discrete wavenumbers k,, k,, ..., KN are chosen
within the interval [O,ky], The integration 4.2.1 is
divided into three parts

2 =
U=—/,0coskydk
m
2 k, 2 ky 2 =
=—[, pcoskydk+—/ ~gcoskydk+—/ g¢coskydk (4.2.4)
L T K, T KN

2 kl 2 N-1 ki"‘], 2 .®
=—f, pcoskydk+— ¢ J pcoskydk+=/ gcoskydk
T T i=1 ki T KN

The second term in 4.2.4 is the main part of the transform.
If k, is chosen suitable, this part may lie in the straight
line of 1ln¢ curve, then we choose ¢ as an approximatly
negative exponential function.

For the main profile y=y,=0, we have

2 N=1 kji4, 2 N=1 ki+, 2 N=1 ki+, -aik
Urge— L J pcoskydk=— I J ¢pdk=— L J Aie dk
T i=1 ki T i=1 ki T i=1 ki

e “8iki_.—aiki+ - _

2 N=1 e “1Kl-g 1 2 N=1 ¢i=¢i+

=— I Aj -y (4 257
T i=1 aj T i=1 aj

where aj can be obtained by solving following equations
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, ~a
¢i=Aije £

. =a;
91+ ,=Aie iki+,

S0

In(oi/¢1+,)
aj= : (4.2.6)
ki*;‘ki

For non-main profile y-y,=0, we can suppose y,=0 and have

2 N~1 kis, =aik

U =
II » iE]Jki Aie coskydk

2 N=1 Aje -1 k
- b3 _L—[YSinKy"aicosky]I 1+1 (N.E.?J
m i=1 af+y? ki

2 N=1 1
== L ——t¢j(ysinki+,y-aicoski+,y)+¢i(ysinki~aicoskiy]
m oi=1 af+y2

where &aj is the same as 4.2.6.
If ki chosen is small enough and kN is large enough then
Urr will be the main part of the integral value U.
The third part of U 1is neglected if Ky is chosen large
enough. In that case ¢(kyr) should be very small. Another
approximate method for caculating Urrr is considered if
this is not +the case. Using the negative exponential
approximation and ay.,, AN-, replace aN, AN respectively.
For the main profile, y=y,=0

2 @ “ap=,k 2AN-, ~anN=-,;kN
Urrr=—/ AN-,e Ydk=—"¢ !
T Ky TaN=~,

as we have

T AN~ i
¢N=,=AN=, e fmig k=

-a L
PN=AN-,e N~ kN
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"aAN - - - -
¢N'@N‘;=AN”1(G N 1kN_e aN=, kN 1)

or

@N—?N*L
GRS
e aN-lkN_e'aN'lkN*l

Ay-, =

Hence we have

2(oN=¢N=,) ~aN- kN 2¢N

Urrr= . - e P a— Ol pi80 )

ﬂ'(e aN“lkN-e_aN"lkN—} )aN-l manN- 1
For non-main profile, y~y,=0. Suppose y,=0, we have

2 = ‘aN—lk

Urrr=—/S, AN=-,e coskydk
T Ky
2¢N

s [ysinkyy~-aN-,coskNy] (4.2.9)

"(aﬁ'1+Yz)

Because k; is usually chosen rather small, the first part
of 4,2.4 has a small value. We simply approximate this
integral using the trapezoidal rule, the rectangular rule
and the triangular rule,.

For the trapezcidal approximation, we use

Lok, r)+C]
- kyr (4.2.10)

where C 1is a constant, and determined by test. For the

rectangular approximation we have

2
UI*;@(k,r)kzr (4.2,171)

For the triangular approximation we have

1
Ulw;¢(k1r}k1r {4 . 2.92)
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Of course the Ur yalues obtained by 4.2.11 and 4.2.12 will
be smaller than the integral value. Because k 1is usually

chosen rather small, the first part of the interval [k,,ky]
is not in the straight 1line of 1lng. So the value Ugg
obtained by 4.2.5 using the negative exponential approxim=
ative must be larger than the integral value. Here we use
4.2.11 and 4.2.12 for calculating Uy in order to balance
the decrease of Ugg,

4.3 Selection of wavenumbers

In order to get the inverse Fourier transform, the integral
interval is divided into the three parts: [0,k;], [k,,ky]
and [ky,»]. So it is necessary to choose k, and kN as well
as the concrete wavenumber values within the interval
[kyiskyN] reasonably.

The princeple for choosing k, and Ky, as mentioned above,
is that the integration in the interval [k,,kKy] is the main
part (about 90 - 95%) of the whole integration. Usually k,
is chosen rather small and ky is large enough, for example,
K, r=0.02-0.03 and kyr=2-3,

In chosing k;,k;, ..., ky-,, we should consider that the
curve ¢ is satisfied by a negative exponential function
approximately. In this c¢ase the smaller distance of the
interval [kj, ki+,], the higher accuracy of the calculation
is. But on the other side, we need to solve the equation
system once for every wavenumber Kj, then the higher the
number of the k's is the more the amount of the computation
is. So the principle for choosing K,,Ka, ««., Kn-, is to
choose as low number of k as possible under the condition
of a certain calculating error to balance the accuracy and
the amount of the calculation. Usually the number of k is
chosen 5-9.

The wavenumber values within the interval [k,,ky] is
considered as uniformly proportional:

i

=constant i=1,2,....,N0N=1

we have Jjust discussed how to choose the argument kr. Here
we must notice that different k values should be chosen for

different distance r (between the source and the measuring
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point). If we have chosen a set of kr values as ¢,, C,,

+ss3 CN, then the wavenumber are

CN
K="
Iﬂ\

for a fixed electrode distance c¢onfiguration. But in
practice the electrode distance r 1s changable, for
instance in the geocelectric sounding case. And suppose the
shortest electrode distance is rmin, the largest one 1is
rmax. Then we chose

C,

kl"
rmax

CN
rmin

kN‘
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5 EXAMPLES

5.1 Some tests of different filters

For testing the program based on the method discribed in
this text and the chosen build up of the mesh we made a
number of runs on a VAX 11/750 computer at NEA. The runs
were made on a homogeneuos earth model. The mesh were made
of 161%12 nodes. The filter-coefficients in the test
runnings were chosen with different distribution and with
different intervals. The main conclusion is that the filter
has to be chosen with some care because the same accuracy
can be obtained for a considerable less number of coeffici=
ents by chosing them carefully. The number of coefficients
nessecary for a accuracy better than 3% is 7-9 for a mesh
able to deal with the setups of Schlumberger and head-on
that are used in Iceland. The calculation-time is approx-
imatly proportional to the number of filter-coefficients
and therefore it is important to keep their number down.
We will later give some information on the calculation-time
compared with a similar calculation with a finite differ=
ence program based on Dey 1979. In the tests we used the
two arrays mentioned before. The Sclumberger array gives a
good knowledge on the change with different armlengths of
AB and MN but the head=on gives an estimate of what
happends when the center of the array travels through the
model. It is difficult to give any visual discribtion of
the differences for different filters on a homogeneous
model so we will only give two examples bye printing the
numerical results of two runnings with 6 and 9 filter
coefficients (Appendix of this paragraph). From these
numbers it can be concluded that there are some structures
in the calculated resistivities which are a function of the
mesh and also that the 6 coefficients are hardly enough to
give a resonable result. There is also a reason to belive
that this is rather a function of the vertical build up of
the mesh than the horizontal build up because the results
in the head-on profiles are constants for the same arm-
length. This structure of the results are clearly seen in
example 1 in Appendix where for the shorter AB/2 the
result is little higher than 1.0 but for AB/2=1200m this
turns to be too low.



APPENDIX TO 5.1

Table of calculation of homogenous model with 1 Ohmm using
respectively filter with 7 and 9 coefficients.
MN/2 is 25 m.

AB/2 7 coeffi. 9 coeffi.
175 1: 0127 0.9962
200 1.0269 1.0066
225 1.0327 1.0134
250 1.0366 1.0181
275 1.0392 L.0211
300 1.0409 1.0229
325 1.0417 1.0236
350 1.0418 1.0233
375 1.0411 10221
400 1.0397 1.0202
425 1.0378 1.0176
450 1.0353 1.0145
475 L+ 0323 1.0109
500 1.0289 1.0070
525 1.0251 1.0027
550 1.0209 0.9981
575 1. 0165 0.9933
600 1.0118 0.9883
625 1.0069 0.9831
650 1.0018 0.9777



66

5.2 Tests of different mesh

The mesh can be chosen in lot of different ways but for the
horizontal coordinate it 1is often necessery to have a
symmetrical distribution around the center of the mesh or
having a long segment where the nodes are with a constant
distance between them., So it is often in the selection of
the vertical distribution one has some freedom. It is
important to keep the number of the z-nodes down because
the bandwidth of the matrix is the number of nodes in the z
direction plus one. The calculation time groves very fast
with the bandwidth so it is important to remember this when
one makes the mesh. In our test it seems that for the kind
of setups mentioned in chapter 5.1 we need 10 to 12 nodes
in the vertical direction. When one wants to make a very
complex resistivity distribution downwards it will cost
more ncdes and a longer calculation time. The example in
Fig. 5.2.1 is a three layer model where there is a theoret-
ical calculation with a one~dimenisional program, & running
with a 10 nodes in the z-direction and a running with 12
nodes in the z-direction. One can see that there is not a
complete fit, this is though not a serious fault because
the theoretical curve is calculated with a gradient method
and is therefore giving no net effect from the horizontal
boundaries in the model.

5.3 Some theoretical examples

The apparent resistivity curves of the dipole=dipole
sounding for two layer model are shown in Fig. 5.3.1 where
the real curve is the analytical curve, the dot points are
the computing results of the finite element method. We see
that the relative error of the calculation is within 1%.

For a model of two medium with vertical interface., Fig.
5.3.2 shows the apparent resistivity Pa of the
dipole-dipole sounding. Fig. 5.3.3 shows the p; curve of
the gradient mapping. Fig. 5.3.4 shows the pz curve of the
head on profile which is not perpendicular to the strike of
geological body. Fig. 5.3.5 shows the py3 curve of the
pole-pole profile, in this configuration there is a



distance between the measured points MN and the trans-
mitting point A in the y direction. In these figures the
legends is the same as in Fig. 5.3.1.

The ¢35 curve of the pole-dipole profile for the angular
topography model is shown in Fig 5.3.6.

5.4 Comparission of FEM and FDM on an example from
Urridavatn, Iceland

The example is on head-on profile measured in the Urrida-
vatn area in eastern Iceland in 1982. There is a strong
vertical low reistivity contact in the profile. On fig.
5.4.1 ,5.4.2 and 5.4.3 we see the measured profile, the FEM
and the FDM results. As c¢an be seen there is a similar
result from the two methods and the difference 1is not a
serious one. From this it can be concluded that the two
methods are of similar quality according to the structural
resclution but there is a reason to belive that FEM is more
accurate in the quantities. There is also a difference in
the calculation time which makes the FEM-program much more
atractive than the FDM. The difference for this model is
FEM/FDM<0.3. This a very significant difference and there
is also a reason to belive that one can by using FEM get a
similar accuracy for less number of filter=-coefficients
than with FDM sc¢ the difference can be even greater than
this.
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