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Abstract

This paper presents new data on Icelandic labour market flows between employment, unemployment, and inactivity, constructed from the microdata in Statistics Iceland’s Labour Force Survey (LFS). An analysis of the contribution of the transition rates to the dynamics of unemployment is then performed. Assuming a fixed labour force yields results comparable to previous estimates in Iceland, with a third of the variation in steady-state unemployment explained by the job finding rate, a significant departure from what is found in Anglo-Saxon, continental European, and Nordic economies. Taking account of movements in and out of the labour force has a significant effect on contributions of transition rates to variations in steady-state unemployment, with inactivity transitions accounting for roughly a third of the variability in steady-state unemployment and a dead-even split of the remaining two-thirds between the employment-unemployment and unemployment-employment transition rates. This contribution of inactivity transitions is comparable to that in the UK, US, and Spain. The background information available in the LFS indicates that some heterogeneity exists in the contributions by gender, age, and education, although not by location. The participation margin is thus an important source of variation in unemployment and needs to be accounted for to fully understand the drivers of Icelandic labour market fluctuations. Furthermore, ignoring transitions in and out of the labour force generates misleading results on the relative importance of the transition rates between employment and unemployment states in Iceland.
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1 Introduction

The flow of individuals between labour market states – i.e., employment, unemployment, and inactivity – determines the evolution of various aggregate labour market indicators, including employment and unemployment rates. In order to understand the dynamics of the labour market, having access to data on the transition rates between labour market states is crucial. Transition rates between labour market statuses are also at the core of the search and matching modelling framework and their measurement is thus an important stepping stone on the way to an estimated model of the Icelandic labour market.

Labour market transition rates in Iceland have previously been studied in Sigurdsson (2011), using claimant count data from the Directorate of Labour (DoL). However, such data are biased towards workers entering unemployment after job loss, as they capture only transitions of workers eligible for unemployment benefits. As such, they do not capture movements in and out of the labour force, and they necessitate a modelling framework assuming that all workers are either employed or unemployed. Indeed, an inoperative labour force participation margin is the standard modelling assumption for models of labour market fluctuations in the spirit of Mortensen & Pissarides (1994). In fact, previous research in Iceland would seem to support such an assumption. Examining deviations from trend, Sigurdsson (2011) concludes that variations in labour force participation are secondary in explaining labour market fluctuations, and the business cycle analysis in Einarsson et al. (2013) finds that the labour force participation rate is only weakly procyclical, or even acyclical.

These studies, however, focus on the stocks of workers in each state of the labour market, which can mask transitions between states that offset each other and give the misleading result that the participation margin is not important. Krusell et al. (2012) address the issue by developing a detailed model of the labour market within a general equilibrium framework. Their central findings are that such a model accounts very well for the business cycle fluctuations in employment, unemployment and participation, which a model that shuts down the participation margin does not, and that fluctuations in employment are due mostly to transitions in and out of activity. Their results emphasise that, while the participation rate may not vary much over the business cycle, this is not evidence against its importance for aggregate fluctuations, and illustrate the importance of modelling the participation margin in order to understand the driving forces behind labour market fluctuations.

The contribution of the present paper is to present new data on labour market flows using microdata from Statistics Iceland’s Labour Force Survey (LFS). Access to the microdata – i.e., individual responses – allows for matching the labour market status of individuals in consecutive quarters and thus measurement of the flow of individuals between all three labour market statuses, as the LFS covers inactive workers as well as those employed and unemployed. Using these new data for Iceland, an analysis of the contribution of the various transition rates to the dynamics of unemployment is conducted.
In order to generate results comparable to previous estimates in Iceland, the assumption that all workers are either employed or unemployed is maintained at the outset. The results of the present paper are very much in line with previous results, with about a third of the variation in steady-state unemployment explained by the transitions from unemployment to employment for all workers. This is a very different result from that found in Anglo-Saxon economies and while somewhat closer to that found in Norway and Sweden, Iceland seems to be unusual in this regard. Furthermore, making use of the background information available in the LFS, the results indicate some heterogeneity between genders.

When taking account of movements in and out of the labour force, the steady-state approximation of measured unemployment is improved considerably relative to the two-state steady-state unemployment. Furthermore, the inclusion of inactivity transitions has a significant effect on the contribution of these rates to variations in steady-state unemployment. Inactivity transitions account for roughly a third of the variability in steady-state unemployment, with a dead-even split of the remaining two-thirds between the employment-unemployment and unemployment-employment transition rates. This result dovetails what is found for the UK and Spain. While results for the US also show that inactivity transitions account for about a third of the variations in unemployment, the split between the transition rates between employment and unemployment states is quite different, with unemployment-employment transitions accounting for almost half of the variations in unemployment. The background information provided in the LFS further reveals that while there is little difference in the contribution to variations in steady-state unemployment by location, there is some heterogeneity by gender, age, and education level.

The results of the paper support the claim of Krusell et al. (2012) for the case of Iceland. The participation margin is an important source of variation in unemployment, and it is thus important to account for transitions in and out of activity to understand fully the drivers of Icelandic labour market fluctuations. Furthermore, ignoring transitions in and out of the labour force leads to misleading results on the relative importance of the transition rates between employment and unemployment states.

The remainder of the paper is structured as follows. Section 2 discusses the Statistics Iceland Labour Force Survey microdata and the creation of the flow data. Sections 3 and 4 review the modelling frameworks and present the results for the two- and three-labour market status cases, respectively. Section 5 presents results of an analysis of contributions by location, age, and education level, and Section 6 concludes.

2 The Statistics Iceland Labour Force Survey

At the beginning of 2003, Statistics Iceland began conducting a continuous labour force survey throughout the year. The year is divided into four 13-week periods, and survey results are published quarterly. The survey is conducted with a rotating panel following a 3q-2-2q system; that is, an individual enters the sample and remains in it for three consecutive quarters, then rests for two quarters but is then returned to the sample for
two quarters after that. An individual is not sampled again for at least four years after first being sampled. The sample size in each quarter is 4,030 individuals, with an average participation of 3,117 individuals (a 77% response rate).

With access to the microdata, it was possible to match individual responses between quarters based on participant identifiers, from the first quarter of 2003 to the first quarter of 2015. After removing all individuals either entering the sample for the first time or rejoining the sample, an average of 2,033 respondents remain in each quarter. A further average of 317 had to be removed in each quarter due to missing responses, leaving an average of 1,716 matched responses between each quarter. Using these matched responses, it is possible to calculate the sample-weighed gross flows and transition probabilities between labour market states. The transition probabilities are then seasonally adjusted using the ratio-to-moving average method.

3 Two labour market states

Although the main contribution of the paper is the creation and use of data that capture movements between all three possible labour market states, we begin by assuming a framework where all workers are either employed or unemployed. There are two main reasons for this. First, the only previous estimate of the relative importance of inflows and outflows for the dynamics of unemployment is based on claimant count data, which necessitates that the theory assume all workers to either be employed or unemployed. It is therefore an informative starting point to create compatible results using the LFS microdata in order to compare the two data sources. Second, in order to assess the importance of transitions in and out of the labour force, results based on the more standard two-state framework provide a useful benchmark.

The modelling framework assumes a continuous-time setting in which data are only available at discrete intervals. This allows for the correction of time aggregation bias (see, for example, Shimer, 2012). Let $t$ denote the quarter, and let $f_t$ denote the continuous-time transition rate from unemployment to employment during quarter $t$, or the job finding rate. The transition rate from employment to unemployment during quarter $t$, also called the job separation rate, is denoted as $s_t$.

When using LFS data, we observe the labour force status of each respondent at quarterly intervals. This allows for the calculation of the discrete-time job finding rate, $\hat{f}_t$, as the ratio of the number of individuals who were unemployed in quarter $t - 1$ but are employed in quarter $t$ to the number of people who were unemployed in quarter $t - 1$ and the discrete-time job separation rate, $\hat{s}_t$, as the ratio of number of people who were employed in quarter $t - 1$ but are unemployed in quarter $t$ to the number of people who were employed in quarter $t - 1$. It is then possible to use the following relations between

\footnote{A possible drawback of using LFS data is that their quarterly frequency could suffer from a greater time aggregation bias than claimant count data, which are available monthly. This issue is not explored in the present paper.}
the discrete- and continuous-time rates to solve for the continuous-time job finding and job separation rates, thus correcting for time aggregation bias (see, for example, Petrongolo & Pissarides, 2008, or Fujita & Ramey, 2009)

\[ f_t = \frac{\hat{f}_t}{\hat{f}_t + \hat{s}_t} (-\ln(1 - \hat{f}_t - \hat{s}_t)) \]  

(1)

\[ s_t = \frac{\hat{s}_t}{\hat{f}_t + \hat{s}_t} (-\ln(1 + \hat{f}_t - \hat{s}_t)) \]  

(2)

Given the continuous-time transition rates, changes in the unemployment rate will follow

\[ u_t = (1 - u) s - u f. \]  

(3)

It can be argued that, due to the size of the transition rates and assuming that they are constant during each period, unemployment practically converges to its steady state within each period (see, for instance, Petrongolo & Pissarides, 2008, or Shimer, 2012). The unemployment rate at time \( t \) can thus be approximated by

\[ u_t = \frac{s_t}{s_t + f_t}. \]  

(4)

Using the LFS microdata, I construct the discrete-time transition rates \( \hat{f}_t \) and \( \hat{s}_t \) assuming that every worker is either employed or unemployed. The continuous-time transition rates are then calculated according to equations (1) and (2). Having obtained the continuous-time rates, it is possible to calculate the steady-state approximation of unemployment in equation (4). Figure 1 presents seasonally adjusted measured unemployment
and its steady-state approximation. Because one of the main assumptions for the validity of the decomposition of variations in unemployment presented in the upcoming equation (5) is that the steady-state approximation captures measured unemployment well, the results of the figure are somewhat disappointing. However, the correlation between the two measures peaks contemporaneously at 0.87, slightly less than the 0.90 found in Sigurdsson (2011) using DoL data. It would thus appear that while the steady-state unemployment fails to capture the level of the measured unemployment rate, the two co-move quite closely.

In order to gain a sense of the relative contribution of the job finding and job separation rates to the development of unemployment, we can calculate hypothetical unemployment rates using equation (4), where only one of the rates is allowed to vary over time while the other is kept at its average level (e.g., $u_t^{f} = \bar{s}_t/(\bar{s}_t + \bar{f}_t)$ where $\bar{x}$ denotes the average value of $x$). This is shown in Figure 2. A comparison of the two panels of the figure would indicate that while the job separation rate appears to explain the sharp rise in unemployment at the onset of the financial crisis in late 2008, it is the fall in the job finding rate that explains
why unemployment remained high following the crisis. It also appears that decreasing
unemployment after the crisis is due to the rebound in the job finding rate rather than due
to changes in the job separation rate. This is consistent with previous evidence in Iceland
and in the US (see Sigurdsson, 2011, for Iceland and Elsby et al., 2009, for the US).

Another way of looking at the relative contribution of each rate is to look at the
contribution to variations in the unemployment rate. Taking first differences of the steady-
state unemployment rate in equation (4) and rearranging, changes in the unemployment
rate can be decomposed as (where $\Delta x_t \equiv x_t - x_{t-1}$):

$$\Delta u_t = (1 - u_t)u_{t-1} - u_t(1 - u_{t-1}) \frac{\Delta f_t}{f_{t-1}}$$

or, more simply,

$$\Delta u_t = \Delta u_t^s + \Delta u_t^f.$$  (6)

Following Petrongolo & Pissarides (2008) and Fujita & Ramey (2009), the contribution
of each transition rate to variations in the unemployment rate can then be calculated as

$$\beta_j = \frac{cov(\Delta u, \Delta u^j)}{var(\Delta u)}, \quad j = s, f.$$  (7)

where $\sum_j \beta_j = 1$ by construction.

Table 1 presents the results for such a decomposition for all workers, and classified by
gender. The results show that a third of the variation in steady-state unemployment for
all workers is driven by the job finding rate, a result similar to that found using DoL data,
where the job finding rate explains 29% of the variations in steady-state unemployment
(see Sigurdsson, 2011). However, this is quite different from the results in Shimer (2012),
who finds that the job finding rate explains roughly $\frac{3}{4}$ of the variability in steady-state
unemployment for the US, or Petrongolo & Pissarides (2008), who find that the job finding
rate explains about $\frac{3}{5}$ of steady-state unemployment variability in the UK This is further
illustrated in Elsby et al. (2013) who study 14 OECD economies and find that the job
finding rate explains about $85\%$ of the variations in unemployment for the Anglo-Saxon
economies. For continental European countries, however, they find the contribution of the
job finding rate to be about $60\%$, while for Norway and Sweden, the only Nordic countries
in their sample, the contribution is roughly $50\%$. The Icelandic labour market would thus
seem to be at odds with international evidence in this regard.

<table>
<thead>
<tr>
<th>Table 1: Contribution to variation in unemployment</th>
</tr>
</thead>
<tbody>
<tr>
<td>All workers</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>Job finding rate ($\beta_f$)</td>
</tr>
<tr>
<td>Job separation rate ($\beta_s$)</td>
</tr>
</tbody>
</table>

The table reports the contribution of the job separation and job finding rates to
changes in steady-state unemployment, calculated according to equation (7).
An examination the contribution of each rate by gender reveals a story similar to that for the entire labour force, although the job finding rate explains a somewhat greater share of the variations in male unemployment (40%) than in female unemployment (27%). This suggests that while the results are the same qualitatively for both genders, there is some quantitative difference in the drivers of unemployment between the genders, which is a possible future avenue for research.2

4 Accounting for movements in and out of the labour force

As is previously noted, the advantage of using LFS data is the possibility of relaxing the assumption that all workers are either employed or unemployed by taking into account movements in and out of the labour force.

As with the two-state theory, to account for time aggregation bias, the three-state environment is modeled in a continuous-time setting, with data only available at discrete intervals. Following Shimer (2012), let us denote the dates at which data is available as \( t \in \{0, 1, 2, \ldots \} \), and let \( \lambda_t^{AB} \) be the Poisson arrival rate of a shock moving a worker from state \( A \in \{E, U, I\} \), where \( E \) denotes employment, \( U \) unemployment, and \( I \) inactivity, to state \( B \neq A \) at any time between \([t, t+1)\). Let us denote the accompanying continuous-time Markov transition matrix as \( \lambda_t \); i.e., a \( 3 \times 3 \) matrix with non-negative off-diagonal elements and columns that sum to zero. Thus we can describe the evolution of the system at time \( t+\tau \in [t, t+1) \), in which the state of the system can be summarised as \( x(t+\tau) \), as \( \dot{x}(t+\tau) = \lambda_t x(t+\tau) \).

Given that we only have full-quarter transition probabilities, \( n_t \), a discrete-time Markov transition matrix with non-negative entries \( n_t^{AB} \) and columns that sum to 1, we need a method to construct the continuous-time Markov matrix \( \lambda_t \) uniquely. Shimer (2012) argues that if \( n_t \) has unique, real, and positive eigenvalues, then \( \lambda_t = p_t \hat{\mu}_t p_t^{-1} \), where \( \hat{\mu}_t \) is a diagonal matrix where the elements equal the natural logarithm of the eigenvalues of \( n_t \) and \( p_t \) is the matrix of eigenvalues of \( n_t \) (for convenience, Shimer’s argument is presented in Appendix A. For more details see Shimer, 2012).

The steady-state condition of the labour market occurs when flows in and out of employment are equal and flows in and out of unemployment are equal, or:

\[
(\lambda^E + \lambda^I)E = \lambda^EU + \lambda^EI I \quad \text{and} \quad (\lambda^U + \lambda^I)U = \lambda^UE + \lambda^IU I
\]

where \( E, U, \) and \( I \) are the number of employed, unemployed, and inactive persons, respectively. These two equations can be solved for the steady-state unemployment rate as:

\[
u_t \equiv \frac{\lambda^EI \lambda^IU + \lambda^UE \lambda^IU + \lambda^IU \lambda^EU + \lambda^IE \lambda^UE}{(\lambda^EI \lambda^IU + \lambda^UE \lambda^IU + \lambda^IU \lambda^EU + \lambda^IE \lambda^UE)} \quad \text{or} \quad \lambda_t = \sum_{\lambda} \frac{\lambda^E \lambda^U \lambda^I}{(\lambda^E + \lambda^U + \lambda^I)^3} \text{.}
\]

---

2It is, of course, also possible that this apparent difference between the genders is simply due to the short data span and that it will disappear as more data becomes available. This caveat applies to the disaggregations presented later in the paper as well.
Figure 3: Measured and steady-state unemployment (three labour market states)
Seasonally adjusted using the ratio-to-moving average method.
Sources: Statistics Iceland, author’s calculations.

Having constructed the discrete-time transition matrices \( n_t \) for all workers and classified by gender, I find that their eigenvalues are real, positive, and unique in each quarter, and it is therefore possible to correct for time aggregation bias using the method suggested by Shimer (2012). Figure 3 presents the steady-state unemployment rate based on all workers. The steady-state unemployment rate based on all three labour market states approximates the level of measured unemployment much more closely than the steady-state unemployment rate based only on two labour market states, with the correlation between the steady state and measured unemployment levels peaking contemporaneously at 0.91. The three-state steady-state unemployment rate thus provides a better approximation to measured unemployment than the steady state based on two labour market states.

It can be useful to compare the job finding and separation probabilities calculated in the previous section, with their three-state counterparts, the unemployment-employment and employment-unemployment transition rates. Figure 4 presents such a comparison where the rates have been transformed into full-quarter transition probabilities using the transformation \( X_t = 1 - e^{x_t} \), where \( x_t \) is the continuous-time rate and \( X_t \) the full-quarter transition probability. As is evident from the figure, the job finding and unemployment-employment transition probabilities move very closely, with the contemporaneous correlation between them exceeding 0.99. The unemployment-employment transition probability is an average of 4 percentage points lower than the job finding probability, however, while the two probabilities have almost identical volatility. A similar story emerges when comparing the job separation probability and the employment-unemployment transition probability; the contemporaneous correlation again exceeds 0.99 and the volatility of the series is virtually identical. The average difference between the two is much lower than for the previous pair, though, with the employment-unemployment transition probability less than 0.1 percent-
Figure 4: Job finding and job separation probabilities and UE and EU transition rates

Full-quarter transition probabilities calculated as \( X_t = 1 - e^{-x_t} \) where \( x_t \) is the continuous-time rate.

Sources: Author’s calculations.

As in the two-state case, to gain insight into the contribution of each transition rate to the evolution of unemployment, it is illustrative to calculate hypothetical paths of unemployment based on each of the three-state transition rates. This is presented, along with seasonally adjusted measured unemployment, in Figure 5. A story similar to that in the two-state case emerges, with a spike in the employment-unemployment transition rate accounting for the sharp rise in unemployment following the financial crisis, in late 2008 to early 2009, with the hypothetical path based on the unemployment-employment transition rate following the evolution of the measured unemployment rate most closely both before and after the crisis and the hypothetical paths based on inactivity transitions remaining fairly flat throughout the sample period. In fact, the contemporaneous correlation between seasonally adjusted measured unemployment and the hypothetical rate based on the unemployment-employment transition rate is 0.88, far outpacing the second-highest contemporaneous correlation of 0.56 between measured unemployment and the inactivity-unemployment transition rate, and the average difference between the two is only 0.3
percentage points (although the standard deviation of the difference is just under 1%).

Again, it is also informative to look at the contribution of the transition rates to variations in steady-state unemployment. Following Petrongolo & Pissarides (2008), equation (9) can be rearranged as

$$ u_t = \frac{\lambda_{EU}^t + \frac{\lambda_{IU}^t}{\lambda_{IU}^t + \lambda_{IE}^t} \lambda_{EI}^t}{\lambda_{EU}^t + \frac{\lambda_{IU}^t}{\lambda_{IU}^t + \lambda_{IE}^t} \lambda_{EI}^t + \lambda_{UE}^t + \frac{\lambda_{IE}^t}{\lambda_{IU}^t + \lambda_{IE}^t} \lambda_{UI}^t} $$

(10)

and written as

$$ u_t = \frac{\lambda_{EU}^t + i_{0,t}}{\lambda_{EU}^t + i_{0,t} + \lambda_{UE}^t + i_{1,t}} $$

(11)

where $i_{0,t} \equiv \lambda_{IU}^t \lambda_{EI}^t / (\lambda_{IU}^t + \lambda_{IE}^t)$ and $i_{1,t} \equiv \lambda_{IE}^t \lambda_{UI}^t / (\lambda_{IU}^t + \lambda_{IE}^t)$ which, as they note, could loosely be interpreted as the contributions to equilibrium unemployment of inactivity transitions to and from unemployment, respectively.

If we further define $s_t \equiv \lambda_{EU}^t + i_{0,t}$ and $f_t \equiv \lambda_{UE}^t + i_{1,t}$ equation (11) becomes identical
Table 2: Contribution to variation in unemployment

<table>
<thead>
<tr>
<th></th>
<th>All workers</th>
<th>Males only</th>
<th>Females only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employment-Unemployment ($\lambda^{EU}$)</td>
<td>0.33</td>
<td>0.39</td>
<td>0.27</td>
</tr>
<tr>
<td>“Inactivity-Unemployment” ($i_0$)</td>
<td>0.21</td>
<td>0.19</td>
<td>0.17</td>
</tr>
<tr>
<td>Unemployment-Employment ($\lambda^{UE}$)</td>
<td>0.33</td>
<td>0.24</td>
<td>0.44</td>
</tr>
<tr>
<td>“Unemployment-Inactivity” ($i_1$)</td>
<td>0.14</td>
<td>0.18</td>
<td>0.12</td>
</tr>
</tbody>
</table>

The table reports the contribution of four transition rates to changes in steady-state unemployment, calculated according to equations (5), (7), (12), and (13). Columns may not sum to unity due to rounding errors.

to equation (4); thus the decomposition in equation (5) holds. Taking first differences of the newly defined $s_t$ and $f_t$ gives:

$$\frac{\Delta s_t}{s_{t-1}} = \frac{\Delta \lambda^{EU}_{t-1}}{\lambda^{EU}_{t-1} + i_{0,t-1}} + \frac{\Delta i_{0,t}}{\lambda^{EU}_{t-1} + i_{0,t-1}}$$

and

$$\frac{\Delta f_t}{f_{t-1}} = \frac{\Delta \lambda^{UE}_{t-1}}{\lambda^{UE}_{t-1} + i_{1,t-1}} + \frac{\Delta i_{1,t}}{\lambda^{UE}_{t-1} + i_{1,t-1}}$$

the contributions of the total inflow and outflow rates to unemployment can be decomposed into contributions from flows between employment and unemployment and the inactivity flows. Equation (7) can therefore be used to calculate the contributions of each of these terms to variations in unemployment.

Using equations (5), (7), (12), and (13), Table 2 presents the results of such a calculation for all workers and classified by gender. Interestingly, what emerges differs significantly from the two-state case. While the unemployment-employment transition rate explains about a third of the volatility of steady-state unemployment, just as its two-state counterpart the job finding rate, the employment-unemployment now only explains about a third of the variation as well, with the remaining third being explained by the inactivity transitions. This result is very similar to that found in Petrongolo & Pissarides (2008) for both the UK and Spain, where, as in the present paper, the inactivity transitions contribute about a third, with the remaining two-thirds split between the transition rates between unemployment and employment, roughly equally split for Spain and a dead-even split for the UK, as is the case for Iceland. Using data for the US, Shimer (2012) finds that while the inactivity transitions account for about a third of the variation in steady-state unemployment, as in the UK, Spain, and Iceland, the split between the transition rates between employment and unemployment is rather different, with almost 50% of the variation contributed by the unemployment-employment transition rate and roughly 20% by the employment-unemployment transition rate.

When looking at the contributions by gender, two different stories emerge. While the inactivity transition rates account for about a third in both cases, the relative importance of the transition rates between employment and unemployment essentially get flipped.
While the employment-unemployment rate explains 39% for males and the unemployment-employment rate 24%, the contribution for females are 27% and 44%, respectively. Thus we can conclude that job losses have more impact on male unemployment while moving out of unemployment through finding a job has a greater effect on female unemployment. The relative importance of the employment-unemployment and unemployment-employment transition rates is interestingly roughly the same 60:40 split as in the two-state case for males, while the relative importance for females is a 40:60 split as opposed to the 70:30 split in the two-state case.

5 Further disaggregation

One advantage of having access to the LFS microdata is the possibility of looking at flows by various categories using the individual background information, not just by gender as in the previous sections, but also by factors such as age, education, or location. This section focuses on these factors.

One problem in this disaggregation is that the criteria on the discrete-time transition matrix $n_t$ needed to construct the continuous-time transition matrix $\lambda_t$ – i.e., that the eigenvalues are always real, positive, and unique – are not always satisfied at all points in time. Therefore, the analysis in this section is based on the discrete-time transition rates in $n_t$ rather than on the continuous-time rates in $\lambda_t$; i.e., time aggregation bias is not corrected for. While this makes the results in this section not comparable to the results in the previous section, it is still possible to compare the results within each category.

Table 3 presents a decomposition of the contribution of the transition rates to variations in steady-state unemployment based on whether the individual lives in the capital area or not. The results indicate that the contributions of the various transition rates is roughly the same, although not identical, for both locations.

Table 4 presents the contribution to variation in steady-state unemployment by education level, labelled broadly as low, medium, and high so as to save space. “Low education level” represents individuals with only primary and lower secondary education (ISCED2011 classification 100 to 200), “Medium education level” reflects individuals whose highest degree is upper secondary or post-secondary non-tertiary education (ISCED2011 classification...
Table 4: Contribution to variation in unemployment by education level

<table>
<thead>
<tr>
<th></th>
<th>Low level</th>
<th>Medium level</th>
<th>High level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employment-Unemployment ($n^{EU}$)</td>
<td>0.22</td>
<td>0.54</td>
<td>0.42</td>
</tr>
<tr>
<td>“Inactivity-Unemployment” ($i_0$)</td>
<td>0.23</td>
<td>0.13</td>
<td>0.14</td>
</tr>
<tr>
<td>Unemployment-Employment ($n^{UE}$)</td>
<td>0.41</td>
<td>0.34</td>
<td>0.32</td>
</tr>
<tr>
<td>“Unemployment-Inactivity” ($i_1$)</td>
<td>0.14</td>
<td>-0.02</td>
<td>0.13</td>
</tr>
</tbody>
</table>

The table reports the contribution of four transition rates to changes in steady-state unemployment, calculated according to equations (5), (7), (12), and (13). Low level education reflects primary and lower secondary education (ISCED2011 classification 100 to 200). Medium level education reflects upper secondary and post-secondary non-tertiary education (ISCED2011 classification 300 to 400). High level education reflects short-cycle tertiary, bachelor or equivalent, master or equivalent, and doctoral or equivalent education (ISCED2011 classification 500 to 800). Columns may not sum to unity due to rounding errors.

300 to 400), and “High education level” stands for short-cycle tertiary, bachelor or equivalent, master or equivalent, and doctoral or equivalent education (ISCED2011 classification 500 to 800).

Here some differences emerge, beginning with the inactivity transitions, which are by far most important for the low education group, accounting for almost 40% of variations in steady-state unemployment. They account for only about 10% for the medium education group, and actually act to stabilise steady-state unemployment to a degree, and they account for just less than a third for the high education group. On the other hand, the employment-unemployment transition rate has the most pronounced effect on variations in steady-state unemployment in the medium education group, at 54% of total variation, and the least in the low education group, at 22%, with the high education group in between, at 42%. The unemployment-employment transition rate is most important for the low education group, explaining 41% of variations in its steady-state unemployment, while explaining roughly equal amounts for the medium and high education groups, at 34% and 32%, respectively. If we look at the relative importance of the employment-unemployment transition rate to the unemployment-employment transition rate, we see a split of 35:65 for the low education group, roughly 60:40 for the medium education group, and finally, 55:45 for the high education group, further highlighting the finding that while job losses are more important for variations in steady-state unemployment for medium and high education groups, finding a job while unemployed is more important for the variation of steady-state unemployment for the low education group.

Finally, Table 5 presents contributions to variations by three age groups. The first group, individuals aged 16 to 24 years, represents a group more loosely connected to the labour market, as most individuals in this group are still in school (although many hold part-time jobs as well). The second group, aged 25-54, represents the “core” working population and the third group, people aged 55-74, years represents older workers, many of whom are about to retire or have already done so.

If we begin by looking at the first two age groups, a similar story emerges. The inactivity
Table 5: Contribution to variation in unemployment by age

<table>
<thead>
<tr>
<th></th>
<th>16-24</th>
<th>25-54</th>
<th>55-74</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employment-Unemployment ($n^{EU}$)</td>
<td>0.40</td>
<td>0.42</td>
<td>0.01</td>
</tr>
<tr>
<td>“Inactivity-Unemployment” ($i_0$)</td>
<td>0.25</td>
<td>0.21</td>
<td>0.03</td>
</tr>
<tr>
<td>Unemployment-Employment ($n^{UE}$)</td>
<td>0.30</td>
<td>0.22</td>
<td>0.51</td>
</tr>
<tr>
<td>“Unemployment-Inactivity” ($i_1$)</td>
<td>0.06</td>
<td>0.16</td>
<td>0.45</td>
</tr>
</tbody>
</table>

The table reports the contribution of four transition rates to changes in steady-state unemployment, calculated according to equations (5), (7), (12), and (13). Columns may not sum to unity due to rounding errors.

transitions account for about a third of the variation in steady-state unemployment, with a slightly higher contribution for the 25-54 age group. The employment-unemployment transition accounts for almost the same between the two age groups, and the unemployment-employment transition is more important for the first age group by roughly the difference in the contribution in inactivity transitions.

When examining at individuals aged 55-74, a very different pattern emerges. The unemployment-employment transition rate accounts for 51% of the variation in steady-state unemployment, with a further 45% explained by what Petrongolo & Pissarides (2008) interpret as transitions into inactivity ($i_1$) and only 1% accounted for by the employment-unemployment transition rate. This indicates that while job loss has a very limited role in explaining variations in steady-state unemployment, almost all of the explanation lies both in variations in the likelihood that an unemployed person will find a job and in transitions into inactivity, which most likely reflect retirements.

6 Conclusion

The present paper presents new data on labour market flows using microdata from Statistics Iceland’s Labour Force Survey. Access to the microdata – i.e., individual responses – allows for matching the labour market status of individuals in consecutive quarters and gives a measure of the flow of individuals between all three labour market statuses, as the LFS covers inactive workers as well as those employed and unemployed. Using these new data for Iceland, an analysis of the contribution of the various transition rates to the dynamics of unemployment is conducted.

As a first step, and to obtain results that can be compared with previous results for Iceland using claimant count data, the assumption that all workers are either employed or unemployed was maintained. The results of the present paper dovetail with previous results, in that about a third of the variation in steady-state unemployment is explained by the transitions from unemployment to employment for all workers. This is very different from what is found in Anglo-Saxon economies and, while somewhat closer to the results for Norway and Sweden, Iceland seems to be at unusual in this regard. Making use of the background information available in the LFS, the results indicate, however, that the
unemployment-employment transition plays a greater role in explaining variations for men than for women (40% and 27% respectively), indicating some heterogeneity between the driving forces behind male and female unemployment.

The modelling framework was then expanded to include movements in and out of the labour force. The steady-state approximation of measured unemployment is improved considerably by the inclusion of transitions in and out of inactivity relative to the steady-state approximation based on two labour market states. While the estimated job finding and job separation rates are almost identical to their three-state counterparts, the unemployment-employment and employment-unemployment transition rates, the inclusion of inactivity transitions has a significant effect on the contributions of these rates to variations in steady-state unemployment. Inactivity transitions account for roughly a third of the variability in steady-state unemployment, with a dead-even split of the remaining two-thirds between the employment-unemployment and unemployment-employment transition rates. This result dovetails what is found for the UK and Spain. While results for the US also show that inactivity transitions account for about a third of the variations in unemployment, the split between the transition rates between employment and unemployment states is different, with unemployment-employment transitions accounting for almost half of the overall variations in unemployment. Again, looking at the contributions by gender reveals some heterogeneity. While the inactivity transitions still account for about a third for both genders, the importance of the transitions between employment and unemployment are flipped. The employment-unemployment transition accounts for almost 40% for men and the unemployment-employment transition for about 25%, while for women the contributions are 27% and 44%, respectively.

Further examination reveals that while there is little difference in the contribution to variations in steady-state unemployment by location, there is some heterogeneity by age and education level. While the transition rates of the medium and high education level groups have relatively similar contributions to variations, with the greatest share explained by employment-unemployment transitions, the low education level group stands out, with unemployment-employment transitions dominating the contributions. With regard to age groups, the younger two, 16-24 and 25-54, have very similar contributions of most transition rates, while the oldest group, 55-74, stands out since almost all of the variation is explained by unemployment-employment transitions and transitions into inactivity, most likely reflecting retirement.

The results of the paper support the claim of Krusell et al. (2012) for the case of Iceland. The participation margin is an important source of variation in unemployment, and it is thus important to account for transitions in and out of activity to understand fully the drivers of Icelandic labour market fluctuations. Furthermore, ignoring transitions in and out of the labour force generates misleading results on the relative importance of the transition rates between employment and unemployment states.

From a policy perspective, the results of the paper and the new data are valuable for monitoring the development of unemployment and its determinants, and more generally,
for monitoring the status of the labour market. From a research perspective, they should serve as a spark for further research into the stylised facts of the Icelandic labour market which estimated models should be able to replicate, be it the cyclical properties of the transition rates, exploration of the apparent differences between the various sub-groups, or better placement of the Icelandic labour market on the international spectrum; e.g., by comparison of the transition probabilities. Another avenue of research could be an exploration of whether these transition rates are of value in forecasting the aggregate labour market variables (see, for instance, Barnichon & Nekarda, 2013). A further potential avenue, made possible by taking account of the participation margin, could be to examine the determinants of the labour force participation rate over the business cycle and their contributions to variations in participation. Finally, the data provide the means to estimate, or a guide to the calibration of, various labour market model parameters. These are all left as the subject of future research.
Appendix

A Correcting for time aggregation bias

Shimer (2012) presents the following way to construct a continuous-time Markov transition matrix $\lambda_t$ from a discrete-time Markov transition matrix $n_t$. Begin with the related question of what happens if period $t$ is divided into $1/\Delta$ subperiods of equal length. The transition matrix for each subperiod is $n_{t,\Delta}$ while the transition matrix for the entire period remains the same.

If $\mu_{t,\Delta}$ is a diagonal matrix of eigenvalues of $n_{t,\Delta}$ and $p_{t,\Delta}$ the associated matrix with eigenvectors in columns then, if the eigenvalues are distinct, the diagonalisation $n_{t,\Delta} = p_{t,\Delta} \mu_{t,\Delta}^{-1} p_{t,\Delta}^{-1}$ is possible. Matrix multiplication thus implies that $n_t = p_{t,\Delta} \mu_{t,\Delta}^{1/\Delta} \mu_{t,\Delta}^{-1}$ and thus that the eigenvalues of $n_t$ are the eigenvalues of $n_{t,\Delta}$ raised to the power $1/\Delta$ while the eigenvectors are the same.

The question now becomes whether the reverse is true; i.e., whether it is possible to construct $n_{t,\Delta}$ from $n_t$. Shimer (2012) claims that the answer is yes if the eigenvalues of $n_t$ are all unique, real, and nonnegative. To construct $n_{t,\Delta}$ from $n_t$, let $n_{t,\Delta} = p_{t,\Delta} \mu_t^{-1} p_{t,\Delta}$, where $\mu_t^\Delta$ is the diagonal matrix of eigenvalues of $n_t$ raised to the power $\Delta$ and $p_t$ the matrix of eigenvectors. Shimer (2012) furthermore claims that, if the eigenvalues of $n_{t,\Delta}$ are also unique, real, and nonnegative, this transformation is unique.

Now note that the continuous-time Markov transition matrix $\lambda_t$ is simply the limit of $(n_{t,\Delta} - I)/\Delta$, where $I$ is the identity matrix. Thus the fact that $\lim_{\Delta \to 0} (e^\Delta - 1)/\Delta = \ln e$ gives the main result. If $n_t$ has unique, real, and positive eigenvalues, then $\lambda_t = p_t \tilde{\mu}_t p_t^{-1}$, where $\tilde{\mu}_t$ is a diagonal matrix with elements equal to the natural logarithm of the eigenvalues of $n_t$ and $p_t$ is the associated matrix of eigenvalues of $n_t$ and thus necessarily also of $\lambda_t$. 
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