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1. Introduction

The nature of banking has changed significantly in recent years. Deregulation, finan-

cial innovation, and advances in information technology have brought sweeping changes

to the financial markets generally and have significantly altered the niche once filled by

depository institutions. Among the important roles that banks have traditionally played in

the economy is to provide short-term funding to the business sector for its working capital

expenses. Competition for this business has come from nonbank financial institutions, such

as finance companies and from an expanding commercial paper market. However, while

the volume of commercial and industrial loans in U.S. commercial banks relative to GDP

experienced a steep decline in the early 1990s as shown in Figure 1, it has since recovered to

equal roughly the long-run average recorded over the 1973.Q1-2001.Q1 period.1 Therefore,

commercial banks remain an important player in this market.2 Given this fact, and the

relative importance of short-term working capital finance over the business cycle, many

researchers have been examining how significant this market may be in the transmission

of monetary policy decisions to the economy.

Exactly how changes in monetary policy are transmitted to the rest of the economy

is not well understood. It is generally believed that when the Federal Reserve chooses to

“ease” its stance on monetary policy, it supports this decision by accelerating its purchases

of bonds in the open market and when these transactions clear, reserves in the banking

system have risen. To the extent that these reserves are turned over into loans, the supply of

bank credit in the economy expands and interest rates decline. In recent years, the Federal

Reserve has chosen how much to expand bank reserves in order to achieve a certain target

level for the federal funds rate. The federal funds rate is the interest rate that clears the

market for bank reserves where the marginal borrowing bank in need of bank reserves,

1 There has been substantial growth recently in the commercial and industrial lending
by foreign bank affiliates operating in the United States, which accounts for the difference
between the domestically chartered banks vesus all commercial banks depicted in Figure
1. For a discussion of this issue, see McCauley and Seth (1992).

2 Increasingly, banks are securitizing their loan portfolios and taking those loans off
balance sheet. However, commercial and industrial loans are “information-intensive” and
are thus not particularly good candidates for securitization. See Kwan (2001).
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perhaps to meet its reserve requirements, is brought together with the marginal lending

bank that has excess reserves to lend. These bank reserves are therefore fully contained

within the banking system and the Federal Reserve can affect the equilibrium interest rate

in this strictly interbank lending market by exercising control over the supply of bank

reserves.

This article first surveys some of the recent research on one channel by which monetary

policy is transmitted to the economy in which banks play a central role owing to the fact

that they represent a principal source of short-term financing of the current operations of

businesses. This research hinges to some extent on empirical evidence that is reproduced

in Section 2, which suggests that in response to an unexpected increase in (nonborrowed)

bank reserves, the federal funds rate declines and this is followed by an increase in output

and employment.3 With a considerable lag, the federal funds rate then rises back to its

original equilibrium level, and the stimulus effect on the economy ceases. However, had this

accelerated rate of reserves growth continued, the federal funds rate would have eventually

risen above its original equilibrium level. The theoretical rationale for the higher long-

run interest rate response is that faster growth in bank reserves ultimately leads to faster

growth in the money supply and hence to higher inflation. The markets observe this faster

growth rate in bank reserves, expect higher inflation, and factor an inflation premium into

nominal interest rates. If this expectation were realized immediately into pricing assets,

then interest rates would not fall in response to an “easier” monetary policy, as the data

suggest, but would instead rise to their long-run equilibrium level. It is therefore necessary

to identify frictions in the economy that preclude this long-run adjustment from taking

place quickly. There are in fact two puzzles here: What causes nominal interest rates

initially to fall rather than to rise in response to an unexpected injection of reserves into

the banking system by the Federal Reserve? What causes this effect to be so persistent?

A principal focus of the theoretical research that seeks explanations for these phe-

nomena is the role played by the “precommitment” of bank deposits (and other liquid

3 Christiano and Eichenbaum (1999) discuss the identification of “monetary policy
shocks” as coincident unanticipated changes in nonborrowed reserves and the federal funds
rate that are negatively correlated with each other.
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assets) by households, whereby deposit levels are not quickly adjusted in response to the

unexpected injection of reserves into the banking system. This precommitment can be

conceptualized (and modeled) as an “information friction” under which households do not

take into account this unexpected increase in bank reserves when choosing their deposit

positions. A lack of response in bank deposits can cause excess reserves, or reserves that

banks hold over-and-above those required by regulation, to exceed desired levels. Given

that reserves are non-interest-bearing assets, banks would like to turn over the surplus re-

serves into loans. To entice borrowers, the bank loan rate may have to fall, thus inducing

the “liquidity effect.” However, this liquidity effect may vanish as soon as the household

adjusts its deposits to reflect the central bank’s actions, that is, once the information

friction is removed.

One limitation of the models used in much of this literature is the absence of a corpo-

rate bond market that can allow direct lending to take place between households and firms.

In the absence of this market, all household lending to firms is required to be intermediated

through the banking system, and the only interest-bearing asset available to households is

bank deposits. One purpose of this article is to illustrate how the presence of a corporate

bond market can increase the magnitude of and induce significant persistence in the liquid-

ity effect that results from a minimalist view of the information friction desribed above. In

effect, as the economy picks up, households respond to their higher income by increasing

their savings in the form of bond holdings in order to smooth over time the greater implied

future consumption. This greater demand for bonds further lowers market interest rates,

thus enhancing the liquidity effect, and given that this increase in bond demand dissipates

slowly, it keeps interest rates low over time, thus producing significant persistence in the

liquidity effect.

An overview of the theoretical literature related to the liquidity effect is provided in

Section 3. A theoretical model is developed in Section 4 that can be used to examine how

the information friction and the availability of a corporate bond market to households for

saving and to firms for borrowing can offer one explanation for the puzzles of the persistent

liquidity effect as described above. Conclusions are contained in Section 5.
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2. Empirical Evidence of a Persistent Liquidity Effect

This section presents empirical results on the relationship between Federal Reserve

policy variables and macroeconomic data. It utilizes the models of Christiano, Eichenbaum,

and Evans (1996) and Evans and Marshall (1998) and draws on the work of Christiano

(1991) and Sims (1992). The models rely on vectorautoregressions (VARs) which contain

two policy variables, and a vector of “information variables” that the Federal Reserve is

assumed to monitor in its policy deliberations.

The policy variables are the federal funds rate and an empirical measure that is in-

tended to capture the extent to which bank reserves are actively managed by the Federal

Reserve through its open market operations. To construct the latter measure, it is noted

that total reserves in the banking system are comprised of “borrowed reserves,” or the

amount of bank reserves borrowed directly from the Federal Reserve at the discount win-

dow, which historically has accounted for less than 4 percent of the total, and in the past

several years has declined to less than one percent, and “nonborrowed reserves,” which con-

stitutes the remainder. It is presumed, as in Chari, Christiano, and Eichenbaum (1995)

that the Federal Reserve passively administers the discount window to supply reserves on

demand, while it actively manages the quantity of nonborrowed reserves in order to attain

its monetary policy objectives. Those objectives take the form of inflation and output (or

employment) goals. Since monetary policy influences those goal variables with long and

variable lags, the Federal Reserve attempts to achieve its goals by setting an intermediate

target for one but not both of its policy variables. That is, either it can choose to set

the rate of growth of (nonborrowed) reserves and allow the federal funds rate to clear

the market for bank reserves in response to fluctuations in demand, or it can choose a

federal funds rate that it would like to clear the market and supply reserves through its

open market operations in order to ensure that the market clears at that target rate, thus

accommodating fluctuations in demand.

In constructing an empirical measure of bank reserves that reflects active monetary

policy, the passive supply response of borrowed reserves must be taken into account. In

addition, the Federal Reserve has also had to accommodate secular changes in reserves
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demand resulting from an important change in the structure of the federal funds market

with the introduction of “sweep accounts” at commercial banks, under which checking

account balances in excess of a maximum set by the bank are automatically swept into

savings accounts. From the standpoint of depositors, checking accounts pay low interest

but have a high liquidity value as they can be used directly as media of exchange for

many purchases. Savings accounts are less liquid, that is, they cannot be used to effect

transactions, but pay a higher rate of interest. From the bank’s perspective, checking

accounts are more costly to service, due to the cost of check-clearing, and unlike savings

accounts, require banks to maintain bank reserves in the form of vault cash or deposits

that the banks hold with the Federal Reserve, neither of which is an interest-earning asset

for the bank. Sweep accounts therefore represent a product that is valuable to depositors,

who are able to increase their interest income on bank deposits without actively managing

their bank accounts, and are valuable to the banks, since they allow banks to avoid the

“reserve tax” on a larger share of their bank deposits. Since their introduction in the

mid-1990s, sweep accounts have had a dramatic effect on the demand for bank reserves,

as is shown in Figure 2.

To account for the changes in total bank reserves that are unrelated to monetary

policy, a measure of bank reserves that reflects active monetary policy could be based

on the ratio of nonborrowed reserves to total reserves (as, e.g., in Evans and Marshall

1998), where an unexpected increase in this ratio would be associated with an “easing”

of monetary policy, and a decline would be associated with a “tightening” of monetary

policy. Using unexpected changes in this ratio to identify the policy shocks is consistent

with the suggestion of Strongin (1995), who noted that the insensitivity exhibited by the

federal funds rate to shocks to total reserves is evidence of an endogenous supply response

of borrowed reserves. Therefore, under this construct, a monetary policy shock initially

changes only the composition of total reserves between nonborrowed reserves and borrowed

reserves.4 This identification of policy shocks from the data also captures the need of the

4 Strongin argures that total reserves are relatively unresponsive to policy changes in the
very short run, and that balance sheet adjustments made by banks to policy shocks occur
only with a significant lag. He provides empirical evidence in support of this argument by
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Federal Reserve to adapt to the falling demand for bank reserves as sweep accounts spread

nationwide across the banking system.

The information variables that are included in the empirical model are the current and

past history of the goals variables, that is, measures of inflation and output (or employ-

ment), and an index of sensitive commodity prices. The last of these is intended to capture

market expectations of future inflation, and given that commodity prices are determined

in auction markets, it should be informationally efficient.5

Quarterly and monthly estimates of the model over the period January, 1960 through

March, 2001 are reported below to indicate the robustness of the results with respect to

sampling frequency. The “goal variables” of GDP and the GDP implicit price deflator

(denoted PGDP) that are used in the quarterly model are not available at the monthly

frequency; industrial production (IP) and the personal consumption deflator (PCE) are

substituted in the monthly model. The remaining variables include an index of sensitive

commodity prices (PCOM), and the two policy variables, taken to be the federal funds rate

(RFF) and the ratio of nonborrowed reserves to total reserves (RES).6 The ordering of the

variables in the VAR can affect the results if there is a strong contemporaneous correlation

between variables, implying that they carry similar statistical information. When two

variables are highly correlated, the variable entered first in the VAR will tend to exhibit

greater “explanatory power.” In this model, the two policy variables are highly correlated.

Therefore, the results are reported for two orderings. The first is: GDP(IP), PGDP(PCE),

including total reserve in the VAR described below and demonstrating that the ”liquidity
effect” identified below is essentially unchanged quantitatively.

5 Eichenbaum (1992) and Sims (1992) have discussed a so-called “price puzzle” in which
goods prices appear to rise in response to a tightening of monetary policy. Sims has
suggested that this response could simply be a reflection of the fact that it was price
pressure that induced the Federal Reserve to tighten its policy in the first place. Hence, the
information of higher future goods price inflation should already be imbedded in commodity
prices, which the policymakers can easily monitor. As shown by Sims (1992) and others,
including this index of commodity prices resolves the price puzzle. See Barth and Ramey
(1997) for an alternative explanation of the price puzzle based on a “cost channel” for
monetary policy.

6 The data are all entered into the VAR in logarithms except for RFF, which is in
percent. Four lags are included in the quarterly model and twelve lags in the monthly
model.
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PCOM, RFF, RES. Qualitatively similar results obtain under the second ordering where

RFF and RES are reversed. However, the “liquidity effect,” or the decline in RFF in

response to a positive shock to RES is more pronounced in the latter case.7

The empirical questions are: How do the macroeconomic variables respond to an

unexpected policy change? Is there evidence of a persistent “liquidity effect” as described

in the introduction, on which rests a meaningful role for banks to play in the transmission

of monetary policy?

Figure 3 displays the results of shocking the models with an unexpected “easing” of

monetary policy in terms of the dynamic response of each of the five variables in the model.

Rows 1 and 2 correspond to the quarterly model, where the responses to a one standard

deviation shock to RES (row 1) and to a one standard deviation negative shock to RFF (a

cut in the federal funds rate) (row 2) are displayed for 16 quarters. Similar responses from

the monthly model are displayed in row 3 for an RES shock and row 4 for an RFF shock,

with responses to these shocks given for the subsequent 48 months. The ordering of the

policy variables in the VARs are RES first and RFF second in rows 1 and 3, and vice versa

in rows 2 and 4. The first column indicates a positive output (GDP or IP) response to an

easing of monetary policy that begins after approximately one quarter. The second column

implies a more sluggish adjustment of prices (PGDP and PCE) that sets in after a lag of

approximately one year. The third column indicates that commodity prices (PCOM) also

rise with the anticipated increase in future inflation. These responses are consistent with

the general view that an “easing” of monetary policy due to a cut in the federal funds rate

or an expansion of bank reserves stimulates output with a lag and subsequently leads to

higher prices.

The last two columns in Figure 3 offer empirical evidence of the “liquidity effect.” As

seen in column five of rows 1 and 3, an unexpected expansion of nonborrowed reserves

(incresase in RES) lowers the federal funds rate (decline in RFF). Using the ordering of

RFF preceding RES, similar results are in evidence in rows 2 and 4, where an unexpected

cut in the federal funds rate (a lower RFF) induces an expansion of bank reserves (rise

7 Christiano, Eichenbaum, and Evans (1998) attach significance to the ordering of RFF
and RES by suggesting that the “instrument” of policy should appear first in the VAR.
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in RES). These latter results are very robust to sample periods, and they are consistent

with theoretical models that emphasize the role played by the banking system in the

transmission of monetary policy decisions to the real economy.8

3. Review of the Literature on the Liquidity Effect

The early theoretical work of Lucas (1990) and Fuerst (1992) identified a possible

source of the liquidity effect as a form of market incompleteness in which financial market

participants could not fully insure against monetary policy shocks, such that asset port-

folios were not immediately adjusted in response to an unanticipated change in monetary

policy. Versions of this form of market incompleteness have come to be characterized as

“limited participation” in some financial market(s) by economic agents. As a consequence

of this limited pariticipation, an easing of monetary policy corresponds to an unanticipated

increase in liquidity in the financial markets, and without a full response on the demand

side of those markets, interest rates would have to fall to absorb the additional supply.

Fuerst focused the lack of a demand response on the part of households who would pre-

commit to a liquid asset position that included their holdings of bank deposits. When the

central bank injected additional reserves into the banking system, and with no change in

bank deposits, the banks would hold non-interest earning excess reserves that they would

wish to lend out. Given the importance to firms of commercial lending by banks over

the business cycle, Fuerst conceived a model under which those excess funds were turned

over into working capital loans to firms. In his model, there was no direct lending from

households to firms. He illustrated the feasibility of how this slow, liquid asset portfolio

adjustment of households to unexpected changes in monetary policy could thus lead to a

liquidity effect, or a lowering of market interest rates in response to an easing of monetary

policy characterized by an injection of reserves into the banking system.

Using simulations from theoretical models that were calibrated to fit U.S. macroeco-

nomic data, Christiano (1991), Christiano and Eichenbaum (1995), Chari, Christiano, and

8 For an “easing” of monetary policy to have an expansionary effect on the real economy,
interest rates that directly affect firm borrowing must also exhibit a “liquidity effect.”
Replacing RFF with the 90-day commercial paper rate yields results similar to those
displayed in Figure 3.
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Eichenbaum (1995), Christiano, Eichenbaum, and Evans (1997), Edge (2001), and Einars-

son and Marquis (2001a) have examined conditions under which the theoretical possibility

of a liquidity effect as described by Fuerst is supported by the data. Christiano (1991) con-

cluded that a precommitment of households to a liquid asset position prior to the reserves

shock as in Fuerst was insufficient to induce a dominant liquidity effect, i.e., where the

tendency of interest rates to fall in response to the reserves injection is stronger than the

tendency of interest rates to rise due to the anticipation of higher future inflation. How-

ever, a dominant liquidity effect does result if firms also precommit to their investment

decisions prior to the reserves injection. Even then, the liquidity effect does not exhibit

the degree of persistence that is evident in the data. One way to obtain this additional

persistence is to impose costs on households for adjusting their portfolios quickly as in

Christiano and Eichenbaum (1995) and Chari, et al. (1995).9

Much of the theoretical literature on monetary policy that does not give banks any

significant role in the transmission of monetary policy, but instead relies on an ad hoc

formulation of “sticky” or slowly-adjusting goods prices. Christiano, et al. (1997) demon-

strate that in the absence of incomplete markets as described above, the liquidity effect

is incompatible with sticky prices. However, Edge (2001) shows that two features of the

model economy that have been used in other macrotheoretic contexts can render a liquidity

effect consistent with sticky prices. One feature is that the investment decision of firms

involves “time-to-plan” and “time-to-build” before new capital is put into place, and that

once the decision is made it is costly to change. The second feature is to modify household

preferences to include “habit persistence,” which characterizes the value that households

place on consumption today not in terms of the level of consumption today, but rather

in terms of how today’s consumption compares with the average level of consumption

attained in the recent past.

Einarsson and Marquis (2001a,b) add a bond market to the model, which allows

firms to have an alternative to banks for their working capital financing needs. They find

9 Alvarez, Lucas, and Weber (2001) model the market incompleteness described above
while abstracting from a financial intermediary, and illustrate conditions under which this
can lead to a liquidity effect. They simply assume that only a fraction of the households
have access to a bond market and the remainder do not.
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that in the presence of the bond market, the precommitment by households to their bank

deposit position prior to the reserves injection induces a persistent liquidity effect. This

persistence requires an overshooting of goods prices from their long-run equilibrium level.

They also find that the model predicts a countercyclical role in the degree to which firms

rely on banks versus alternative sources of financing, and find empirical support for this

prediction. The logic of these latter findings, as well as depiction of models with deposit

precommitment are described in a simplified version of the Einarsson and Marquis models

in the following section.

4. A Theoretical Model of a Persistent Liquidity Effect.

This theoretical model conceives of four major participants in the economy that are

each represented by a single decisionmaker: households, firms, banks, and the monetary

authority, and it structures time by a sequence of uniform, discrete intervals called “peri-

ods” over which decisions are made and markets clear. Those periods should be thought

of as one quarter in duration. Households own the firms and the banks, and they also hold

a portfolio of financial assets that include money, bank deposits, and bonds. Each period,

they receive lump-sum dividend payments from firms and banks, and receive interest in-

come on bank deposits and bonds. Money and bank deposits are used for transactions in

which households purchase consumption goods. Households also provide labor services to

firms for which they receive labor income. Firms borrow from households and banks to

finance their wage bill, and use revenues from sales to finance their capital investment and

to retire their debt. Banks take in deposits from households, set aside a sufficient amount

of reserves to meet their reserve requirements, and loan out the remainder to firms. The

monetary authority supplies bank reserves and currency to the economy. The details of

how the important economic decisions of each sector are modeled and how those decisions

come together to form a general equilibrium for the economy are described below.

4.1 The household sector.

The overall objective of the representative household is to maximize the expected

present value of a stream of utilities, where each period the household derives positive
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utility from consumption and from leisure. This objective is expressed mathematically as:

maxE
∞∑

t=0

βtU(Ct, Lt), β ∈ (0, 1) (1)

where U(Ct, Lt) is the period utility function that quantifies the level of utility the house-

hold receives in period t given that its consumption is Ct and its leisure time is Lt. The

symbol β is the discount factor that establishes how impatient the household is by deter-

mining the extent to which it discounts utility that it expects to receive in future periods.

A high value of β, i.e., close to one, implies that the household values future expected

consumption highly and hence attaches to it a low rate of discount. The symbol E is the

mathematical expectations operator, which is required since the future is uncertain. The

information that the household has available when making its various decisions must be

fully specified and is not necessarily the same for all decisions.

The household has three fundamental sets of decisions to make: consumption-savings,

labor-leisure, and portfolio allocation. In the first, it must decide how much of its wealth

to consume today and how much to carry forward tomorrow. The more that is consumed

today, the less is available for future consumption. Therefore, this decision by the household

is intertemporal in nature. Given the amount of savings that the household chooses, it must

decide in what form it wishes to carry this wealth forward. In this model, the household

must make a portfolio allocation decision among the three financial assets of money, bank

deposits, and bonds. Finally, the household must decide how much of its time to devote

to labor in order to raise its labor income, at the cost of foregone leisure today.

In making these decisions, the household faces constraints. One is its budget con-

straint. It cannot allocate more wealth to consumption and savings than it possesses.10

Mathematically, the budget constraint is given below with “sources” of wealth on the

right-hand side and “uses” on the left-hand side.

PtCt +Mt+1 +Dt+1 +Bt+1 ≤ WtNt + (1 + rd
t )Dt + (1 + rb

t )Bt +Mt +Πf
t +Πb

t (2)

10 There is no borrowing by the representative household, reflecting the fact that collec-
tively households are net suppliers of credit to the economy.

12



The sources consist of: labor income, or the wage rate, Wt, times the amount of labor

supplied, Nt; the gross return on deposits, (1+ rd
t )Dt, where Dt is the quantity of deposits

that the household chose last period, and rd
t is the deposit rate; the gross return on

corporate bonds, (1+ rb
t )Bt, where Bt is the stock of one-period bonds that the household

purchased last period, and rb
t is the bond rate; the quantity of money that the household

carried over from last period, Mt; and the dividend payments that it receives from its

ownership in the firms, Πf
t , and the banks, Πb

t . The uses are for consumption purchases,

or the product of the unit price of output goods, Pt, times the quantity of consumption

goods purchased, Ct; and the quantities of money, Mt+1, deposits, Dt+1, and bonds, Bt+1

to carry over to next period, when these decisions are revisited.

A second constraint that the household faces is in its use of financial assets in conduct-

ing transactions. It is assumed that the economy’s payment system restricts the household

to set aside quantities of liquid assets, i.e., money and deposits, in sufficient amounts

to meet its desired level of purchases of consumption goods. Assuming that money and

deposits are imperfect substitutes as media of exchange, this constraint is respresented

mathematically by:

PtCt ≤ G(Mt, Dt) (3)

The right-hand side is an increasing function in Mt and Dt that characterizes the amount

of nominal consumption expenditures that can be supported during the period by the

household’s liquid asset holdings at the beginning of the period.

Finally, the household is limited in the amount of time that it has available each

period, denoted T , which the sum of its labor supply and leisure cannot exceed.

Nt + Lt ≤ T (4)

4.2 The firm sector.

Firms are assumed to maximize the value of their enterprise. This is equivalent to

maximizing the expected present value of the current and future dividends that they pay
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out to shareholders. It is assumed here that dividends are paid out each period and equate

to a firm’s net cash flows, which has been denoted Πf
t . Mathematically, this objective can

be represented as:

maxE
∞∑

t=0

βtβ∗
t Π

f
t (5)

Assuming that the firm is acting in the interest of the shareholders, the symbol β∗
t rep-

resents the value that the household places at date t on receiving a dollar in dividend

payments at date t.11

The firm hires labor from households and pays its wage bill by selling bonds to house-

holds and by borrowing from the banks. The maturity of these debt instruments is assumed

to be one period, reflecting the fact that firms tend to borrow short term to finance working

capital expenses. The total quantity of funds raised by the firm in period t is denoted by

Qt+1, where the dating convention here indicates the date at which the debt instrument

matures. Thus, the financing constraint that applies to this portion of the firm’s working

capital expenses is given by:

WtNt ≤ Qt+1 (6)

The labor that the firm hires is combined with its existing stock of capital, denoted

by Kt, to produce output according to its production technology, which is represented

mathematically by the function F (θt, Kt, Nt). Supply shocks that affect productivity are

embedded in this expression in the random variable, θt. Consistent with the empirical

literature dating back to Robert Solow’s seminal work in the 1960s, once a shock to pro-

11 Mathematically, β∗
t = β(UCt+1/Pt+1)GMt+1 , where the subscripts on the functions U

and G represent partial derivatives. The logic of this expression is that the household
receives the dividend at the end of the period and cannot spend it immediately, i.e., in
period t. Next period, i.e., in period t+1, the household can use the dollar to make
nominal consumption purchases in the amount given by GMt+1 , which when divided by
Pt+1 determines the quantity of consumption Ct+1 that the household purchases per dollar
of dividend received. Each of these consumption units is valued at the marginal utility
of consumption UCt+1 , which must be discounted back one period by β to determine its
present value at date t.
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ductivity occurs, it is assumed to exhibit a high degree of persistence.12

The firm’s stock of capital changes in accordance with its gross investment and the

rate at which capital depreciates. The stock of capital after investment can therefore be

expressed as the undepreciated portion of the beginning-of-period capital stock plus gross

investment, denoted by It, or:

Kt+1 = (1− δ)Kt + It (7)

where the rate of depreciation per period is given by δ ∈ (0, 1).

To determine the firm’s nominal profits or cash flow for the period, subtract the

nominal value of the firm’s gross capital investment, PtIt, and its repayment of principal

and interest on its maturing debt, (1+rb
t )Qt, from its nominal sales, PtF (θt, Kt, Nt). This

accounting exercise yields:

Πf
t = PtF (θt, Kt, Nt)− PtIt − (1 + rb

t )Qt (8)

The firm chooses its employment level, which determines the level of output, given

its stock of capital and level of productivity, and establishes its borrowings for the current

period, given the wage rate. It must also choose its level of investment, which determines

the firm’s dividend payout, given its level of production and its debt repayment schedule.

With an increase in investment today, the funds available for dividends today are reduced,

but the production possibilities of next period expand. Therefore, the investment decision

is intertemporal in nature, and must be made in the face of an uncertain future.

12 The standard modeling approach in the literature, e.g., see Kydland and Prescott
(1982), is to use the following stochastic process to describe the evolution of total factor
productivity: ln θt+1 = µ + ρ ln θt + εt+1 where µ > 0, ρ ∈ (0, 1) and εt is a zero mean
normal random variable with a constant variance. A high value of ρ, such as 0.99 which
is often used for quarterly models, indicates a high degree of persistence. The standard
deviation of εt was chosen to be 0.0092, which enabled the volatility in output from the
model to roughly match the 1.68 percent standard deviation of output per capita in the
quarterly data from 1973:1 to 2000:1.
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4.3 The banking sector.

The banking sector is assumed to be competitive and the representative bank chooses

a sequence of balance sheet positions that maximize the expected present value of net cash

flows, which are paid out each period as dividends to its owners, the households. As with

the firm, the bank’s objective can be expressed mathematically as:

maxE
∞∑

t=0

βtβ∗
t Π

b
t (9)

The net cash flows of the bank are found by subtracting the principal and interest paid

out on deposit accounts, (1+rd
t )Dt, along with the bank’s cost of servicing those accounts,

ξDt, where ξ is the marginal cost of servicing deposits, from the principal and interest

that it receives on its loans to firms, (1 + rb
t )Vt, where Vt denotes the nominal quantity

of working capital loans made to the firm, plus the reserves that the bank is required to

maintain, Zr
t .

13 Performing this accounting exercise:

Πb
t = (1 + rb

t )Vt + Zr
t − (1 + rd

t )Dt − ξDt, ξ ∈ (0, 1) (10)

In choosing its balance sheet position, the bank must meet its reserve requirements,

or:

Zr
t ≤ νDt, ν ∈ (0, 1) (11)

where the reserve requirement ratio, or the fraction of deposits that the bank must hold

back in the form of reserves, is denoted by ν. It must also satisfy its balance sheet

constraint, such that its assets cannot exceed its liabilities, or:

Zr
t + Vt ≤ Dt (12)

13 The bank loan rate and the bond rate are identical in equilibrium, since the firm sees
the two choices of funding as perfect substitutes. At some cost to the complexity of the
model, this can be relaxed as in Einarsson and Marquis (2001a) and Marquis (2001).
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4.4 The monetary authority.

The monetary authority chooses to operate in accordance with a rule that governs the

evolution of bank reserves. Currency is supplied on demand. It is assumed that the growth

of bank reserves follows a process that has a random component to it. The purpose of this

modeling choice is to characterize unanticipated changes in monetary policy by shocks to

the growth rate of bank reserves. It is assumed, in accordance with the data, that once a

random change in the growth rate of bank reserves occurs, it exhibits a significant degree

of persistence. Mathematically, this policy rule can be expressed as:

Zt+1 = γtZt (13)

where Zt denotes the stock of bank reserves determined by the monetary authority, and γt

represents the gross growth rate of reserves that is subject to persistent, random shocks.

The central bank supplies money on demand.

4.5 Equilibrium.

For this economy to be in equilibrium, households, firms, and the banks must be

making their respective choices described above such that they attain the objectives of

maximizing lifetime utility for households and maximizing the value of the enterprise for

firms and banks, while satisfying all of the constraints that the respective decisionmakers

face. Those decisions must also produce prices and quantities that clear all of the markets.

Notably, the goods market must clear, such that consumption plus investment equals

output, or:

Ct + It = F (θt, Kt, Nt) (14)

Also, the total borrowings of the firm must equate to the sum of bonds purchased by the

household and the quantity of loans that the firm receives from the bank, or:

Qt = Bt + Vt (15)
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Finally, the amount of reserves supplied by the monetary authority is just equal to the

quantity of reserves that the bank chooses to hold to meet its required reserves, or

Zt = Zr
t (16)

4.6 Calibration of the Models.

To perform the simulation exercises that will enable the short-run dynamics of the

model to be compared with the data, the steady-state version of the model must first be

calibrated to the long-run features of the data. For the calibration, the following functional

forms were chosen: U = lnCt + η lnLt, η > 0, G = g0M
g1
t D1−g1

t , g0 > 0, g1 ∈ (0, 1), and

F = AθtK
α
t N

1−α
t , A > 0, α ∈ (0, 1). The calibration procedure is a slight modification

of Einarsson and Marquis (2001a), where it is described in detail. Ten constraints were

needed to identify the ten parameters: β, η, g0, g1, α, δ, A, ξ, ν, and the mean growth rate of

bank reserves, γ̄. These constraints include a quarterly depreciation rate of δ = 0.0212 and

a value for capital’s share of income, α = 0.314,14 a currency-deposit ratio of 0.365 (where

deposits were defined as OCDs and DDAs, with the average taken over the 1960-1998

period), a required reserve ratio of ν = 0.1, a bond rate of rb = 7.451 (which equated to

the 1973-1998 average for the 90-day commercial paper rate), a deposit rate of rd = 4.721

(which is the average of the Federal Reserve’s OMS rate for 1973-1999), and an average

inflation rate of 3.98 percent (consistent with the 1960-1998 average for the CPI). Leisure

time was set to 68 percent of the total time allocated each period [based on the diary

studies reported by Juster and Stafford (1991)]. The scale parameter in production was

arbitrarily set to A = 1. Finally, using the Quarterly Financial Reports for Manufacturing

Companies, 1980, the ratio of bonds to bank loans, B/V = 0.824 (which is the ratio

of commercial paper outstanding plus “other short-term debt” to short-term bank debt).

These choices are consistent in the steady state with the remaining unidentified parameter

values: g0 = 3.1076, g1 = 0.4995, η = 1.8621, β = 0.9914, and η = 0.0050.

14 To obtain values for δ and α, we use data from 1960 to 1998 and follow the procedure
that is outlined Cooley and Prescott (1989), with two exceptions. Government capital is
excluded from the capital stock, and the stock of and service flows from consumer durables
were obtained from estimates derived by the Federal Reserve Board.
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The purpose of constructing this model is to examine theoretical conditions that are

consistent with a persistent liquidity effect. One ingredient in these models is policy

shocks associated with unanticipated changes in the growth rate of bank reserves. This

feature of the model requires a characterization of the time series for γt in equation (13).

One approach is simply to estimate a univariate stochastic process for the growth rate

of nonborrowed reserves, where the residuals from that series are taken as the policy

shocks. Christiano, et al. (1999) criticize this approach as ignoring the feedback into

nonborrowed reserves that may occur as a reaction of the monetary authorities to the

response of the economy to its policy change. One way to capture that feedback is to use

the dynamic response of the policy variable in a VAR to a prior policy shock as is depicted,

for example, in Figure 3 for RES in row 1. This graph maps out the history of changes in

the policy variable induced by a one-time unexpected change in the policy variable itself

after accounting for the fact that interest rates, output and prices are also responding to

the policy change. Estimates of the two versions of the policy shocks are given below,

where they are referred to as the “Univariate” and “VAR” models, respectively.15

Univariate model of the policy shock: γ̃t = γ̄U + 0.73γ̃t−1 + ε̃t, γ̄U > 0, σε̃ = 0.015

VAR model of the policy shocks: γ̂t = γ̄V + ε̂t + 0.78ε̂t−1, γ̄V > 0, σε̂ = 0.023

The magnitude and persistence of a policy shock described by these two measures can be

compared by examining the evolution of the growth rate to bank reserves in response to

positive policy shocks that have an equal probability of occurrence. These (one standard

deviation) shocks are displayed in Figure 4. Note that while the patterns of the two shocks

are similar, the shock described by the Univariate model exhibits a moderately lower value

on impact than the shock from the VAR model, but is more persistent.

Three versions of the above model were calibrated and estimated using the Univariate

model to identify the policy shocks.16 The first version is referred to as the “No Pre-

commitment Model with a Bond Market.” In this model, it is assumed that all decisions

15 There is an equivalence between the mean growth rates in the two models such that
γ̄V = γ̄U/0.27.

16 The stochastic models are estimated using the Parameterized Expectations Algorithm
(PEA) of DenHaan and Marcet (1990).
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described above are made with full contemporaneous information. In this case, the shocks

to productivity and to the growth rate of reserves are both observed before any decisions

are made. Note that this does not incorporate any incomplete markets or limited par-

ticipation of the type that is the focus of this literature. To see what effect such market

incompleteness has, the second model, labeled “Deposit Precommitment Model with a

Bond Market,” includes a weak form of the limited participation assumption. It is as-

sumed that households precommit to their deposit position and banks set the deposit rate,

that is, that the deposit market clears after observing the productivity shock, but prior to

observing the monetary policy shock. All other decisions are made with full information,

including full knowledge of the Federal Reserve’s current monetary policy decisions. Fi-

nally, to illustrate the effect of allowing firms a choice between banks and the bond market

as a source of funds, a third version of the model, labeled “Deposit Precommitment Model

without a Bond Market,” is calibrated, and estimated.17 The same limited participation

assumption is maintained as in the “Deposit Precommitment Model with a Bond Market,”

in that the deposit market is assumed to clear after observing the productivity shock and

prior to observing the monetary policy shock.

4.7 Business Cycle Properties of the Models.

One gauge of how well a model captures important features of the short-run dynamic

behavior of the economy is a comparison of its business cycle properties with actual data.

The cyclical behavior of model economies such as those discussed in this subsection are typ-

ically dominated by the nonmonetary shocks to the economy. How the economy responds

exlusively to monetary shocks, which is the principal focus of this article, is discussed at

length in the next subsection 4.8.

The first two columns of Table 1 present the volatility (measured as a percent standard

deviation) of selected quarterly (detrended) data for the U.S. economy, along with the

contemporaneous correlation of those data with output. Among the cyclical features of

the data (over the sample period 1973:1 to 2000:1) that you would like the model economy

17 This version of the model required a slight modification to the calibration, i.e., with
B = 0.
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to replicate are the procyclicality of consumption and investment (i.e., their correlations

with output are positive), and the fact that while consumption is less volatile than output,

investment is significantly more volatile than output. As the statistics reported in Table 1

indicate, all three versions of the model exhibit this behavior.18

The statistics that are of particular interest to this study are those that depict the

cyclical behavior of short-term interest rates and bank lending. Referring to Table 1,

column 2, the deposit (OMS) rate, the bond (90-day commercial paper) rate, and the

bank (prime) lending rate are all procyclical, while the volume of real bank (commercial

and industrial) loans is very weakly procyclical. Again, all three models are qualitatively

similar, albeit with correlations that are often too high, which could be attributed to some

stochastic features of the economy from which the models abstract.

An especially noteworthy statistic reported in the last row of the second colum of

Table 1 is the negative correlation of the “degree of bank intermediation,” defined as the

ratio of commercial and industrial loans to GDP, with output. This statistic suggests

that even though the working capital requirements of firms is procyclical, the reliance that

firms place on bank lending in financing working capital expenditures is countercyclical. As

reported in Table 1, all three versions of the model carry this prediction. The explanation

that the theory provides for this feature of the U.S. business cycle is that a major source

of funding for bank loans is derived from bank deposits that are linked to consumption.

Households’ desire to smooth consumption over the business cycle also smooths the ability

of banks to raise deposit funds. When the economy is booming and the demand for bank

loans is high, banks have difficulty raising funds in amounts that are sufficient to meet the

additional demand. Hence bank lending as a share of GDP falls, as firms find alternative

financing sources. The reverse is true during recessions, when firms rely relatively more

on banks for working capital finance.

18 The data were detrended using the Hodrick-Prescott filter. The statistics for the U.S.
data reported in Tables 1 and 2 are taken from Einarsson and Marquis (2001a). The
simulated data reported in Tables 1 and 2 are for 100 simulations of length 120 periods,
where the simulated data were also Hodrick-Prescott filtered.
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4.8 Dynamic Response of the Model Economies to a Monetary Shock.

To examine how monetary policy can affect the macroeconomy, it is of particular

interest to know how market interest rates more generally, and not simply the interbank

lending rate, react to monetary policy decisions. One implication of a strong liquidity

effect resulting from a change in monetary policy is that a policy that eases bank credit by

expanding bank reserves should induce a decline in the bond rate. If this effect is strong

enough, empirical evidence consistent with this prediction can be found, for example, by

estimating the cross-correlation function between the (detrended) growth rate of nonbor-

rowed reserves and the (detrended) 90-day commercial paper rate. As shown in row 1 of

Table 2, for the sample period 1973.Q1 to 2000.Q1, there is not only a negative contem-

poraneous correlation between the growth rate of bank reserves and the bond rate equal

to -0.25, but this negative relationship is stronger at a one-quarter lag of the bond rate,

where it peaks (in absolute value) at -0.27. The interpretation of these results is that, on

average over the sample period, an increase in the growth rate of nonborrowed reserves

above trend is accompanied by a fall in the bond rate in the current quarter and in the

succeeding quarter, suggesting persistence in the interest rate response to the expansion

of nonborrowed reserves. Note that these results are simple correlations that make no at-

tempt to account for other macroeconomic conditions that could affect these two variables

independently, and thereby weaken any estimate of a systematic relationship that may

exist between them.

How well do the theoretical models predict this response? To examine this question,

simulations of the three models were run and the cross-correlations of the theoretical

counterparts to nonborrowed reserves growth and the bond rate were estimated. In row 2

of Table 2, the cross-correlations between the (gross) growth rate of nonborrowed reserves,

γt−s, and the bond rate, rb
t , that are reported for the No Precommitment Model with a

Bond Market are seen to be positive or near zero at all leads and lags. There is no evidence

of a liquidity effect. This is confirmed in Figure 5, where the dynamic responses of the

bond rate, output, and the price level from the model economy are displayed in row 1.

Note that the model predicts that an injection of reserves into the banking system induces
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an immediate increase in the bond rate, which then gradually dissipates. These higher

interest rates raise the borrowing costs of the firms in the model who reduce employment,

and investment slows, with the model economy reaching its nadar in response to the policy

shock in about three quarters.

These dynamics contrast sharply with the predictions from the Deposit Precommit-

ment Model with a Bond Market. As shown in row 3 of Table 2, the cross-correlations

between nonborrowed reserves growth and the bond rate that the model predicts match

reasonably well with the actual data in row 1. They suggest the presence of a strong

liquidity effect. Given a rise in the growth rate of nonborrowed reserves, the bond rate

tends to fall immediately, with a contemporaneous correlation between the two variables

of -0.29. This is followed by an even stronger negative correlation in periods subsequent

to the shock, with the peak (absolute) correlation occurring after one quarter, when the

correlation is -0.47, although after two quarters it remains high (in absolute value) at -

0.33. The explanation for these results suggested by the model is that with the deposit

market slow to respond to the policy shock, required reserves in the banking system are

not quickly altered by the injection of reserves and hence the banks find themselves with

excess reserves to lend. To entice the firms into borrowing, they lower in the interest rate.

Hence, market interest rates fall. The dynamic response of the economy to this shock is

displayed in Figure 5, row 2. Note that this model predicts a pronounced and persistent

liquidity effect, that is, in response to the increase in nonborrowed reserves, the bond rate

falls and it remains significantly below its long-run level for several quarters thereafter.

This decline in the borrowing costs for firms induces them to hire more workers, and this

results in a persistent increase in output that peaks in the second quarter after the initial

easing of monetary policy.

In Section 2, it was stated that there were really two puzzles associated with the

liquidity effect. What produces it? Why is it persistent? The answer provided by the model

to the first question is given above. To understand the logic of the model that predicts

persistence in this response, the results from the Deposit Precommitment Model without

a Bond Market can be examined. This model is identical to the Deposit Precommitment

Model with a Bond Market with the exception that all borrowing by the firms for the
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financing of the wage bill must come from the banks. First note in Table 2 that there is

no evidence of a liquidity effect in the cross-correlations of bank reserves growth and the

interest rate. The correlations are positive or close to zero at all leads and lags, although

much smaller than observed for the No Precommitment Model with a Bond Market. These

results imply that the limited participation associated with the early clearing of the deposit

market is affecting the relationship between bank reserves and market interest rates, but it

does not appear to be very significant. Now turning to row 3 of Figure 5, a weak liquidity

effect is in evidence. In response to an injection of reserves into the banking system, the

interest rate does fall. However, the decline is entirely contained within one period, and

is subsequently reversed in the following quarter. The liquidity effect in this model is not

only weak, but it lacks persistence.

The lack of persistence in this version of the model is a direct result of closing down

an avenue of savings for the household. After an easing of monetary policy, the economy

picks up and household income rises. In each of these models, all of the additional income

must be saved in the form of financial assets. However, when there is no bond market

available to the household, this additional nominal income must be channeled into liquid

asset holdings of money and deposits, which have a relatively high opportunity cost due

to their low rates of return. When a bond market is available to the household, as in the

Deposit Precommitment Model with a Bond Market, households have a greater incentive

to save and hence spread out over several periods the additional consumption possibilities

that are implied by the additional wealth. This is evident in the final graph displayed in

row 2 of Figure 5. It shows how the household’s financial asset portfolio gives more weight

to bonds relative money and only gradually adjusts to its optimal long-run portfolio.

In the interim, the greater demand for bonds keeps the bond rate lower than its long-

run equilibrium value, implying a highly persistent liquidity effect associated with the

unanticipated reserves injection into the banking system.

One counterfactual prediction of the Deposit Precommitment Model with a Bond

Market is the strong price response. As shown in row 2, the price level initially overshoots

its long-run price level which it then asymptotically approaches from above. One is left to

conclude that this model is missing some relevant features that are required to explain the
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sluggish price dynamics similar to those displayed in Figure 3. This shortcoming is not

unique to this model. Currently, there is no accepted theory that can explain why prices

adjust slowly.

5. Conclusion

Despite deregulation and the rapid pace of technological change and financial inno-

vation that have significantly altered the U.S. banking industry, the traditional role that

banks play in the economy as an intermediary between households and firms has not signif-

icantly diminished. The volume of commercial and industrial (C&I) lending as a fraction

of GDP remains near its long-run (post-1973) average, while the bulk of funds that banks

raise to finance C&I loans is derived from deposits that households value in part due to

the liquidity services that they provide. These features of the banking system are central

to a class of theoretical models that attempt to understand one channel through which

monetary policy affects the real economy. That channel depicts an “easing” on monetary

policy as a cut in the federal funds rate that is supported by an increase in the growth

rate of bank reserves through open market operations. These additional bank reserves can

stimulate economic activity if they are turned over into loans to businesses that are used

to finance working capital expenditures with the attendant expansion of employment and

output.

The theoretical literature has identified two puzzles associated with this depiction of

how monetary policy affects the real economy. Both relate to the behavior of nominal

interest rates in response to a change in monetary policy that is both a central feature of

the previously described channel of monetary policy and is evident in the data. The first

is that nominal interest rates decline with an unexpected increase in the growth rate of

(nonborrowed) bank reserves, which is referred to as the “liquidity effect.” This interest

rate response is seen to be a puzzle given that a faster expansion of bank reserves ultimately

leads to faster money growth and higher inflation. This higher inflation eventually raises

nominal interest rates. Thus, in a frictionless world, if this higher inflation is incorporated

into expectations quickly, then nominal interest rates will rise rather than fall with an

easing of monetary policy. One theoretical explanation for the empirical finding of a
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liquidity effect is that deposit markets do not respond quickly to unexpected changes in

monetary policy. This can be conceptualized and modeled as an information friction,

whereby households and banks do not factor the most recent monetary policy actions that

had not been fully anticipated into their decisions on how much of the wealth households

should retain in deposit accounts and what interest rate banks should pay on deposits. In

this case, with the level of bank deposits predetermined, an injection of reserves into the

banking system by the central bank increases the volume of funds available for business

lending and bank lending rates may fall as banks entice firms into borrowing more heavily

for working capital expenditures which then expands employment and output.

The second puzzle is the empirical evidence that suggests that the liquidity effect

associated with a period of monetary ease persists for several quarters. The theoretical

explanation of the liquidity effect that was just described fails to generate any persistent or

long-lasting effect on interest rates due to an unexpected increase in the growth rate of bank

reserves. Once the new monetary policy action is factored into the pricing of assets, which

requires households to take account of the policy when choosing their deposit holdings,

and this information is fully reflected in the deposit rate, the “liquidity effect” vanishes.

This article presents a theoretical model that illustrates how access by households to a

corporate bond market can induce both a larger and a persistent liquidity effect. The

logic of the theoretical model is that the increase in household income associated with

the increase in economic activity induced by the initial liquidity effect (which is amplified

through the lowering of the corporate bond rate) is partially “saved” by households who

increase their demand for bonds. This additional savings is extended for several quarters.

Therefore, firms expand their supply of bonds and reduce their reliance on banks for

working capital finance as interest rates continue to be low, and employment and output

continue to expand.
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Figure 1: Ratio of Commercial and Industrial Loans to GDP
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Figure 2: Total Reserves in Banking System
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Figure 3: Dynamic Response of Macroeconomic Variables to (one-standard deviation) Monetary Policy Shocks
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Figure 4: Magnitude & Persistent of One Standard Deviation Policy Shocks
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Table 1:  Summary of Second Moments

U.S. Data No Precommitment Deposit Precommitment Deposit Precommitment
1973:1-2000:1a Model With a Model Without a Model With a

Bond Market b Bond Market b Bond Market b

variable, x σx ρxy σx ρxy σx ρxy σx ρxy

Output, y 1.668 1.000 1.68 1.00 1.68 1.00 1.73 1.00
Consumption, c 0.921 0.849 0.68 0.85 0.74 0.97 1.51 0.56
Investment, I 6.277 0.943 5.81 0.97 5.29 0.99 6.65 0.74
Deposit rate, rd 0.105 0.168 0.33 0.33 0.72 0.97 0.18 0.52
Bond rate, rb 0.383 0.331 0.36 0.33 0.79 0.96 0.19 0.53
Bank lending rate, rv 0.387 0.174
Real bonds, b 3.43 0.93 3.69 0.85
Real loans, v’ 3.387 0.077 0.80 0.64 0.93 0.92 1.68 0.58
Degree of bank intermediation, v’/y 3.652 -0.372 1.31 -0.81 0.89 -0.92 1.57 -0.49

σx  =  Percent Standard Deviation

ρxy = Correlation of “x” with Output

Notes:    a Data on the deposit rate and stock and flows of consumer durables were provided by the Federal Reserve Board.
   All remaining data were extracted from the FAME database.  All series were HP-filtered.  See Einarsson and Marquis (2001a) for details.
b Statistics based on 100 simulations of length 120 periods, with all data HP-filtered.



Table 2: Cross-correlations of the Bond Rate (rb
t) with the

Gross Growth Rate of Nonborrowed Reserves (γt)

Corr(rb
t, γt-s)a

lag, s 4 3 2 1 0 -1 -2 -3 -4

U.S. Data (1973:1-2001:1)
90-day Commercial
Paper Rateb -0.11 -0.08 -0.15 -0.27 -0.25 0.03 0.12 0.05 0.06

No Precommitment
Model with a Bond Marketc 0.18 0.31 0.46 0.61 0.74 0.38 0.15 -0.01 -0.11

Deposit Precommitment
Model with a Bond Marketc -0.12 -0.20 -0.33 -0.47 -0.29 -0.08 0.05 0.12 0.15

Deposit Precommitment
Model without a Bond Marketc

-0.03 0.02 0.09 0.19 0.08 0.05 0.02 0.00 -0.01

 Notes: a s = number of periods that γt leads rb
t.

b Data on the deposit rate and stock and flows of consumer durables were provided by the Federal Reserve Board.

  All remaining data were extracted from the FAME database.  All series were HP-filtered.

  See Einarsson and Marquis (2001a) for details.
c Statistics based on 100 simulations of length 120 periods, with all data HP-filtered.
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